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numerical measurement, such as the inside diameter of a piston ring, is to be used to judge
the control status of a process, then the variables control chart should be used.

Control charts, whether they be attributes or variables, follow the same general form.
Suppose an investigator is concerned with some quality characteristic §. This quality char-
acteristic may be an attribute, corresponding to a population proportion nonconforming, or
the population mean corresponding to a variable. Control charts are graphs which display
the realized values of 4, an estimator of 8, for each successive sample drawn from the pop-
ulation. The sample numbers are plotted along the horizontal axis and the values of 8 are
plotted along the vertical axis. Two horizontal lines, called control limits, are drawn on the
control chart equidistant from a centerline. Often, two other horizontal lines, called warning
limits, will be included on the control chart. These lines are constructed as follows.

Let 6 be an estimator of @ based on a random sample of n independent units drawn from
an In-control process. Let the mean and standard deviation of the distribution of § be K
and g, respectively. Dr. Walter Shewhart proposed a set of formulas to construct control
limits for the process characteristic of interest {Montgomery, 1991). The most general form

of these control limits is given by:

Upper Control Limit(UCL) = p3 + k0
Centerline = s (1)

Lower Control Limit(LCL) = p; — kio;,

where ky is the number of standard deviations a particular value of § is allowed to vary from
#; without signalling an out-of-control process. In essence, control limits provide an upper

and lower bound for acceptable values of .



choose k3 = 3 and k; = 2, These are suggested values of &; and k, which have been shown to
work well in practice. Certain considerations, such as losses due to producing substandard
products, may require the use of smaller values of &y and k;. From here on, &y = 3 and
k3 = 2 will be used.

The time required to perform the sampling and the cost of sampling are two major factors
to consider in choosing the sample size. Another consideration is whether or not destructive
sampling, sampling which renders the unit unfit for future use, is employed. The sample size
must be both small enough to ensure that losses due sampling for the quality control scheme
do not exceed the benefits, and large enough to give reasonably accurate results. When the
time required to detect a shift in the process needs to be short, sampling more frequently
may be more effective in reducing time to detection than increasing the sample size. For
example, this may involve taking a sample every half hour rather than every hour.

Control charts are used to test the null hypothesis, Hy, that the process is in control versus
the altenative, H,, that the process is out of control. Various rules have been suggested to
decide whether or not to reject Hy. In practice, a subset of these rqles can be chosen for
implementation.ﬂ If one or more of the implemented rules is satisfied, reject Hy. A list of
seven commonly used rules, along with some of their deviations which make them more

sensitive, is given below (Hoyer and Ellis, 1996).

RULE 1: One or more points are plotted outside the control limits. Because the design
of the control chart depends on the construction of the control limits, this is the
primary rule used by many practitioners, even though it is not the most sensitive
in detecting an out-of-control process.

RULE 2: Two out of three consecutive points plot between the warning limits and the control

4



2.2 Attributes Control Charts

Two types of attributes control charts will be discussed in this paper. The first will be
the p-chart for the fraction of units nonconforming. The second will be the ¢-chart for the

number of nonconformities in an inspection unit.

2.2.1 The p-chart

When using the p-chart, each unit of production is classified as either conforming or noncon-
forming. Therefore, the inspection of one single unit can be viewed as a Bernoulli experiment.
Each unit is assumed to have an equal probability of being judged nonconforming. If a sam-
ple of 7 independent units is selected from the same production process and inspected, this
then becomes a binomial experiment. Let random variable X be the number of defective
units in the sample.

‘The parameter of interest is p, the fraction nonconforming. The sample fraction noncon-
forming, $, should be computed from the data. Let X; be the number of nonconforming units

in the :** sample. By the Central Limit Theorem, for large n, § is distributed approximately

normal with mean ;5 = p and standard deviation o5 = 3(11;”1. The control limits are:
UCL = p+ 3y/282)
Centerline = p (3)

LCL =p - 3y/202),

The construction of the warning limits is similar.
These formulas are based on a known value of p. This value may be specified by man-

agement or may be known from extensive research. Quite often, the value of p will not be



points can be plotted to see if they plot in control. If so, accept the limits as valid.

Once valid control limits have been computed, process control testing can proceed. Sam-
ples should be collected from the same process. Compute the value of p for each sample as
the data becomes available. Plot the most current value of $ on the control chart and use
a subset of the rules discussed earlier in this paper to determine if the process is running in

control.

2.2.2 The c-chart

The c-chart is based on the total number of nonconformities in an inspection umit, where
an inspection unit, in general, refers to the sample drawn from a process. A nonconformity,
in this case, is defined to be a specific point on a unit of production that does not meet
requirements. Any individual unit in thé inspection unit can have more than one noncon-
formity. If each of the inspection units are the same size or contain the same quantity of
production units and the probability of observing any one of an infinite number of possible
nonconformities in each inspection unit is constant, then the occurrence of nonconformities
in an inspection unit follows a Poisson distribution with parameter ¢. There are two cases
to consider: ¢ known and ¢ unknown.

Let X; be the number of nonconformities in the ;% inspection unit. The control limits

for the c-chart with a known value of ¢ are:

UCL =c+3/c
Centerline = ¢ (6)

LCL=c¢c— 34/c.



2.3.1 The - and R-charts

To construct the combination of the Z- and R-charts, information about the relationship
between the sample range, f, and the standard deviation from a normal distribution is
needed. Let X be distributed normally with mean g and standard deviation o. Suppose
a sample of size n is drawn from the population of X. The sample range is given by R =
Tmaz — Tmin. Lhe relative range, W = ;R, is a random vafiable with mean py = d, and
standard deviation ow = da. Values of dy and ds for various sample sizes can be found in
Table 1 in the Appendix.

Suppose an investigator is interested in controlling the mean value of some quality charac-
teristic. Let random variable X be an observed value of the quality characteristic of interest
from a unit sampled from an in-control process. Suppose it is known that X is distributed
normally with known values of # and o when the process is running in control. If a sample
of n independent units is taken from this population, X will be normally distributed with
mean ¢ and standard deviation oy = =+ The control limits for the Z-chart for known # and

o are given by:

UCL = p+ 3=
Centerline = g (8)
LCL =p—~32.

The equation for W can be rewritten as R = Wo. The mean of R can be shown to be

#r = dz0 and the standard deviation can be shown to be or = dzo. Using these values, the
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Because the # chart is dependent upon the variability of the process being in control,
1t is good practice to first check if the preliminary values of R; indicate in-control process
variability. When testing with the R-chart, use rule 1 only. If the B-chart trial limits are
accepted as valid using the preliminary test procedure discussed for the p-chart, perform
the same test on the I-chart, using any subset of the rules proposed earlier. If both sets of
control limits are accepted as valid, proceed with process control analysis.

To use the z- and R-charts, compute Z; and R; for each sample taken from the process and
plot these values on the corresponding chari, Use a subset of the previously discussed rules
(use only rule 1 for the R-chart) to test if the process is running in control. If both charts
show an out-of-control signal for the same observation number, it is suggested to search for
an assignable cause for a change in variability first. Bringing the process variability under

control may return the process to the in-control state on the z-chart,

2.3.2 The #- and s-charts

The 2- and R-charts work well when the sample size is constant and relatively small. For
larger sample sizes, say n > 10, the sample range fails to account for much of the information
provided by the sample when the n — 2 middle observations are ignored. For this reason, it
15 suggested that the Z and s-charts be used when the sample size is greater than 10.

It is important to note that s?, the sample variance, is an unbiased estimator for o2. It
is not true that sis an unbiased estimator for o. It is true that sis an unbiased estimator

for c4o, where
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E(c%) = ¢. The trial control limits for the Z-chart are:

UCL=%43-¢%

[ RV

ﬂ

Centerline = 3 (13)

LCL =z — 3%;9/5.

"The trial control limits for the s-chart are:

UCL=1cs6+36\/1 -t =5+35,/i—c2 =514 2 1 —c2) = B,s
eg 4 5 .

Centerline = 5 (14)
LCL =36 —364/1 — 2 =5 — 35*-\/1 — el =5(1 — ;3;\/1 — ¢3) = Bss,

where By and By can be found in Table 1 in the Appendix. These trial control limits must
be tested in the same fashion as the trial control limits for the Z- and R-charts were, that
i, plot the s; values on the s-chart analogously to the way the R; values are plotted on
the R-chart. Once acceptable control limits have been found for both charts, proceed with

process control analysis.

2.3.3 The Lchart and MR-chart

It may be necessary, in some circumstances, to restrict the size of each sample to n=1. When
this is the case, the methods for estimating process variability which have been discussed
so far are not applicable. In this case, the moving range, MR, is used as an estimate
of the process variability. The moving range is computed by taking the absolute value

of the difference between two consecutive observations. The :** moving rance is given b
E g y

MR; = |z; — 24|
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the trial control limits for the -chart. Tf the trial control limits are satisfactory, proceed

with process control analysis.

3 Cumulative Sum Control Charts

The Z-charts discussed in the previous section are ideal methods for monitoring process
means when the magnitude of the shift in the mean required to be detected is relatively
large. If the actual process shift is in the range of .50z to 1og, the Z-chart will be slow
in detecting the shift. This is a major drawback of variables control charts. An alternative
method to use when the shift in the process mean required to be detected is relatively small is
the cumulative sum (cusum) procedure. The cusum procedure is also effective for detecting
large shifts in the process, and its performance is comparable to Shewhart control charts in
this situation (Ewan, 1963).

The basic idea behind the cusum procedure is that, if the process is in the in-control state,
the difference between any particular sample average, Z;, and the aim value for the process,
o, 18 expected to be zero. If i sample means are computed, the sum of the devié,tions
between the ¢ sample means and ta 1s expected to be zero. This sum of deviations is called

the cusum, denoted .5;, and is computed by:

Si= z( - o). (17)

For an in-control process, the value of S5; should randomly fluctuate about zero. If too
many positive deviations accumulate, the value of S; will increase continuously, indicating

an increase in the process mean. If too mainy negative deviations accumulate, the value of
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Figure 2: The V-mask

It can easily be shown that d = £

%~ Thus, the construction of the V-mask is dependent

upon the values H and K. H and K can be written in terms of the standard deviation of
as follows:

H= hO'ﬁ K= kO’_-;-.

In order to obtain values of H and K, some information about an average run length (ARL)
should be known.

The ARL is the average number of samples taken from a process before an out-of-control
signal is detected. The in-control ARL is the average number of samples taken from an
in-control process before a false out-of-control signal is detected. The in-control A RZ should
be chosen to be sufficiently large to reduce unnecessary adjustments to the process due to
false out-of-control signals. The out-of-control ARL for a shift in the process mean from pg
to gy = po 3 o5 is the average number of samples taken before a shift in the mean of o5
or greater is detected. It is desirable to dete;t a true shift in the process mean in as few
samples as possible. Therefore, the out-of-control ARL should be satisfactorily small. Table
2 in the Appendix gives ARIL’s for given values of A and k.

When designing the V-mask, the first step is to specify A = 8o, the magnitude of the

i8



With the value of 63, k can be computed by k£ = ;—i. Using the value of £ and a specified
in-control ARL, the value of h can be found from the ARL table. With this value of h,
the out-of-control ARL corresponding to a shift of § = a% standard deviations should be
inspected to see if it is sufliciently small. Adjustments to % and k can be made to find an
accepta,l::;le balance between the in-control and out-of-control ARLD’s.

Another way to choose H and K is to enter the ARL table with desired values for the
in-control ARL and for the out-of-control ARL for a specified value of §, say &5. The columns
contain ARL values for various values of 6. The column labeled & = 0 represents the in-
control ARL. By following the § = 0 column and the § = do column down until an acceptable
pair of in-control and out-of-control ARL is found, the values of % and k can be found by
tracing that row over to the first two columns labeled % and k.

Once acceptable values of & and % have been found, H and K can be computed. The
V-mask can be constructed as in Figure 2. The V-mask should be used in on-line process
control, meaning that for each new sample taken from the process, $; should be computed
and plotted on the cusum chart. Pla.ce. the V-mask with point O positioned over the most.
currently plotted point, making sure that the line OF is parallel to the horizontal axis. If
any of the previously plotted values of S; lie outside either of the arms of the V-mask, a shift
in the process mean of magnitude o or greater has occurred and the process is running in
the out-of-control state.

If an out-of-control process is detected, a search for an assignable cause should ensue.
Once the assignable cause has been found and the proper adjustments to the process have

been made, the cusum, S, should be reset to zero and the cusum procedure should be

restarted.
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consecutive samples for which Sz(i) > 0. If a value in either the Su(i) or S1,(3) columns
exceeds H, where H is computed as before, then an out-of-control signal is indicated. An
investigation for an assignable cause should be carried out and the process should be adjusted
accordingly. Both cusums get reset to zero and the cusum procedure is restarted once the
adjustments have been made.

To estimate the new mean value of the process characteristic, use:

po+ K+ 5.6y B

p= 0 (19)
po— K — 20 g g,y 5 B

Use the value of Ny or N, at which the out of confrol signal was detected.

3.2.1 Fast Initial Response Cusum

The situation may arise where the researcher is concerned that the process may be in the
out-of-control state at start-up or when the process is restarted after an adjustment has
been made to the process. The standard cusum procedure discussed in the previous section
may be slow in detecting a shift in the process that is present immediately upon start-
up or restart. Lucas and Crosier (1982) suggested a modification to the standard cusum
procedure that would decrease the response time required to detect an out-of-control signal
that is present immediately upon start-up or restart. The suggested modification is to set
5(0) = 55.(0) = Su(0) equal to some specified positive, nonzero constant. Lucas and Crosier
suggested setting S(0) = 4, where H is the decision interval discussed earlier,

The design of the fast initial response (FIR) cusum is similar to the design of the standard
cusum. There are two differences between the two designs. Iirst, rather than using the ARL

table for a standard cusum design, one must use a table of ARL’s for the FIR, cusum design.
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Sample 21 23 @ =z oz
=30 +50 —20 410 +30
0 50 —60 —20 +30
=50 +10 420 +30 <420
—10 —10 +30 —20 450
420 —40 450 +20 410
0 0  +40 —40 +20
0 ¢ 420 -20 -10
+70 =30 +30 —10 0
0 ¢ 420 —20 410
+10 +20 430 +10 +50
+40 0 +20 0 320
+30 420 430 +10 440
+30 30 0 410 +10
+30 —-10 450 —-10 —30
+10 -0 +50 +40 0
0 0 430 10 o
+20 +20 430 430 —20
+10 —20 450 430 410
+50 —10 +40 420 ¢
+50 0 0 430 +10
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Figure 3: Deviations from the nominal value for holes drilled in carbon-fiber material,

of each sample was less than ten and constant from sample to sample. Because the data
represent deviations from the nominal value, a,. mean value of yo = 0 was used as the target
value for the cusum scheme and as the centerline for the z-chart.

To set up the Z and R-charts, an estimate of the process.sta,nda,rd deviation needed to
be computed. By default, SAS uses the estimate & — % (SAS Institute Inc.,1989), which
was defined in section 2.3.1. For this example, £ = 63.5, d, = 2.326, and & = 27.30009. The
303 control limits for the - and R-charts can be seen in Figure 4 in the Appendix.

To analyze the control charts, one would first inspect the R-chart in Figure 4 to check
that the process variability is within reasonable limits. Assuming that fhe contro] limits
produced for this control chart are acceptable, one can conclude that the process variability

18 in confrol.

Investigating the Z-chart in Figure 4 shows that, if all seven of the decision rules proposed
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Figure 6: The V-mask with dimensions included.

the number of samples used to compute . For this example, it can easily be shown that
0 = 26.84091027 and 65 = 12.0036199.

The estimate of &5 was required to compute H —= hiz and K = k&5. Note that SAS uses
H =} and K = k'. The values of H and K can be found in Figure 5 to be 48.0152154 and
6.00190193, respectively. The lead distance, d, can be shown to be 8.

The complete V-mask which would accompany this cusum scheme is illustrated in F igure
6, with its approximate dimensions included. The use of the V-mask is illustrated on the
cusum chart in Figure 5 in the Appendix. The V-mask has been overlayed on the first point
a;t which an out-of-control signal was detected. The out-of-control signal was detected at
sample 15. Sample 10 was the last point to plot within the V-mask. At this point a search
for an assignable cause should have been conducted. Once an assignable cause was found,
the process should have been adjusted and the cusum reset to 0. None of these actions were
taken in this example because the data was historical.

The tabular form of the cusum was conducted along with the cusum chart. The same
parameter values were used for this tabular cusum scheme as for setting up the V-mask.
The cusum table in Figure 7 in the Appendix shows the same results as the cusum chart

with the V-mask. At sample 15, the upper cusum, Sg(15), was 59.98478. Recall that Su(z)
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Parameters

8 (shift in mean)

h k 0.00 . 0.25 0.50 0.75 1.00

2.50 0.25 13.64 ilLz22 7.67 5.38 4.06

4.00 0.25 38.54 24.71 13.20 8.38 6.06
6.00 0.25 125.40 50.33 20.89 12.837 8.73
8.00 0.25 368.39 83.63 28.76 16.37 11.39
10.00 0.25 1035.75 124.55 36.71 20,37 14.06
2.00 0.50 19.27 15.25 9.63 6.27 4.44
3.00 0.50 58.80 36.24 17.20 9.67 6.40
4.00 0.50 167.68 74.22 26.63 13.29- 8.38
5.00 0.50 465.44 139.49 38.00 17.05 106.38
6.00 0.50 1276.55 249.26 51.34 20.90 12.37
1.50 0.75 21.28 17.22 11.01 7.00 4.77
2.25 0.75 69.85 45.97 22.04 11.63 7.13
3.00 6.75 221.40 110.95 39.31 17.34 - 9.68
3.75 0.75 687.85 251.56 65.58 24.16 12.37
4.50 0.75 2125.85 552.11 108.09 32.09 15.18
1.00 1.00 17.65 15.03 10.39 6.88 4,72
1.50 1.00 46.92 35.70 20.31 11.49- 7.07
2.00 1.00 129.34 84.00 37.93 18.14 10.00
2.50 1.00 358.00 191.48 67.76 27.25 13.43
3.00 1.00 981.39 423.29 117.32 39.47 17.35
3.50 1.06 2670.70 917.89 192.40 55.69 21.76
0.70 1.50 1 33.86 28.41 18.90 11.84 7.59
1.10 1.50 92.14 7141 40.91 22.29 12.71
1.50 1.50 274,84 191.58 91.58 42.39 21.07
1.90 1.50 881.05 536.07 208.31 80.41 34.25
2.30 1.50 2948.65 1523.15 474.09 150,96 54,47
(continued)

Table 2: Average run lengths for cusurn charts.

Source: SAS Institute, Inc. SAS/QC Software: Reference, Version 8, First Bdi-

tion, Cary,NC: SAS Institute, Inc., 1989, p. 199-200.



: (continued)

Parameters & (shift in mean)
h k 1.50 2.00 2.50 3.00 4.00 5.00
2.50 0.25 2.71 2,06 1.68 1.42 1.11 1.01
4.00 0.258 3.91 2,93 2.38 2.05 1.61 1,23
6.00 0.25 5.51 4.07 3.26 2.74 2.13 1.90
8.00 0.25 7.1 8.21 4.15 3.48 2.67 2.14 -
10.00 0.25 8.71 6.36 5.04 4.20 - 3.20 2.65
2.00 0.50 - 3.74 1.99 1.58 1.32 1.07 1.01
3.00 -0.50 3.75 2.68 2.12 1.77 1.31 1.07
4.00 0.50 4.75 3.34 2.62 2.19 1.71 1.31
5.00 0.50 5.76 4,01 3.11 2.87 2.01 1.69
6.00 0.50 6.76 4.68 3.62 2.98 2.24 1.95
1.50 0.75 2.73 1.90 1.48 1.24 1.04 1.00
2.25 0.75 3.73 2.51 1.91 1.56 1.16 1.02
3.00 0.75 4.73 3.12 2.36 1.93 1.41 1.11
3.78 0.75 5.73 3.71 2.79 2.27 1.72 1.31
4.50 0.75 6.73 4,31 3.21 2.59 1.97 1.60
1.00 1.00 2.63 1.78 1.38 1.17 1.02 1.00
1.50 1.00 3.50 2.24 1.66 1.34 1.07 1.01
2.00 1.00 4.45 2.74 1.99 1.58 1.16 1.02
2.50 1.00 5.42 3.25 2.34 1.85 1.31 1.07
3.00 1.00 6.40 3.75 2.68 212 1.52 1.16
3.50 1.00 7.39 4,25 3.01 2.37 1.73 1.31
0.70 1.50 3.66 2.18 1.55 1.25 1.04 1.00
1.10 1.50 517 2.80 1.86 1.43 1.08 1.01
1.50 1.50 7.09 3.50 2.24 1.66 1.16 1.02
1.90 1.50 9.38 4.26 2.64 1.92 1.28 1.05
2.30 1.50 12.00 6.03 3.04 2.20 1.45 1.12

Source: SAS Institute, Inc. SAS/QC Software: Reference, Version 6, Firsi Edi-

Table 2: Average run lengths for cusum charts.

tion, Cary,NC: SAS Institute, Inc., 1989, p. 199-200.



Average Run Lengths for One-Sided CUsuUM Scheme: S, = hf2

PARAMETERS

1] K s{0)
2.50 .25 1.25
.00 .25 2.00
6.00 .25 2.00
8.00 .25 4.00
10.00 .25 5.0C
50 1.00

§3§ .50 1.50
4.00 .50 2.00
§.00 .50 2.50
6.00 .50 3.00
1.5 .76 .78
2.25 TR 1,42
200 .75 1.50
3.75 .75 t1.87
4.50 .15 2.25
1.00 1.00 .50
1.5¢ .00 .78
200 1.00 1.00
2.50 1.0 1.25
.00 1.00 1.50
3.50 .00 1.75

S0 .35
1.10 1.50 .55
50 .15
.90 1.50 .95
2.3 1.50 1.1s

- 000

22.87
66.57
225. 4
6684.3
1972,

34 .40
foR.0
316.4
ag5.9
2492

39.44
131.49
426.6
1345,
4193,

33.54
29.74
2%0.2
698.9
193z,
5292,

66,43
18,2
S42.8
1748.
5871,

- 250

10.32
20.2%
38.76
63 25
3.5

15.19
33,39
66.57

124.9
225.4

18.70
46.22
108.0
242.8
S534.0

17.78
39.44
as.45
195.9
426.6
918.6

34,92
a3.Ts
216.1
585.2
1614.

OISPLACEMENT OF CURRENT MEAN {MULTIPLE OF TRUE VALUE OF SIGMA)

- 500

5.668
a.9.m
12.48
17.86
22.13

7.78%
f3.2%5
20.25
20.76
38.76

9.747
18.72
33.30
96.40
91.74

10.04
18.70
I4.40
61.68
103.0
185.9

19.3¢
40.61
89.74
203.5
464_3

PARAMETERS:

750

3.664
5.291
T.382
2.416
11.43

4.626
6.755
8.991
11.24
13.48

5.658
9,004
13.25
18.36
24.32

€.084
9.747
15, 19
22.87

33.39.

47.59

1.27
20.79
33.44
75.30
142.48

1.00

2.667
3.100
5.054
6.390
T. 124

3.126
4208
5.291
6.348
7.382

3.659
g.140
6.755
B.428
0. 12

3.%82
5.658
7.785
10.32
13.25
16_56

6.966
i1.36
18.70
30.51
48 .99

1,50

1.7T60
2.354
3.169
3.967
4.787

1.B873
2.363
2.862
3,372
3.875

2.015
2,499
3.010
3.528
4.043

2. 135
2.608
3.126
3.&64
4,308
4q.7h2

3.204
4.279
5.658
7.325
9.260

2.00

1.368
1. 770
2.372
2,540
I.509

1.385
1.680
2.014
2,362
2.701

{.43¢
1.870
1.9%0
2.254
2.560

t. 466
1.657
1.873
2107
2.352
2._606

1.887
2,225
2.60R
3.020
J.447

H - DECISION INTERVAL FOR THE CUSUM SCHEME

K - REFERENCE VALUE

S{0} -~ HEADSTART VaALUE

2.50

t. 169
1.4414
1.932
2.383
2.815

f.174
1.348
1.586
1.856
2.115

1.182
1.314
1.489
1.696
1.922

1. 190
1.282
$.395
1.629
1.680
1.843

1.367
1.502
1.657
1.828
2.012

. Average Run Lengths for Two-Sided CUSUM Scheme: 5, = hf2

PARAMETERS

H K s{o)
2.50 .25 1.25
£.00 .25 2.00
5.00 .25 3.00
8.00 .25 4,00
0.00 .35 5. 00
.00 50 1.00
.00 .50 .50
00 .50 2.00
5.00 .50 2.50
6.00 -850 2.00

I35 35 4.87
4.50 5 2,95
1.00 1,00 .sp
1.% 1.00 75
2.00 1.00 1.00
2.50 100 .25
300 100 4.8p
.50 100 5.7g
-10 .50 .35
[ 1.50 .55
50 (.50 15
80 150 g
30 150 445

Source: Lucas, James M., and Crosier, Ronald B.,
CUSUM Quality Control Schemes: Give You

<G00

9,236
28.03
100.0
315.9
93E6.2

15.13
49. 19
148_7
430.4
1215,

18.15
62.048
205.2
656.9
2068 .

15.89
42.82
120.8
Ja1.8
952.6
2621,

32.57
89.02
267.9
B66.4
2920

- 250

7.553
17.36
36.77
62.16
#3.21¢

1.9
29.33
62.70
121.7
222.9

14 51
A06.02
103.13
2341
524.6

13_44
32.22
7. 40
120.3
405.5
B840, 8

2722

68.64-

185.8"
524.6
1502,

DLSPLACEMENT OF CURRENT MEAN {NULTIPLE OF TRUE VALUE

500

5.083
&.6482
13.38
17.83
22.12

T.178
12.488
20.06
28.57
ad. 7

8,997
16.16
J3.03
56. 19
91.52

9.118
17.75
32.57
61.02
107.5
185.5

17.90
IB. T
a7.a1
200.6
4611

PARAMETERS ;

. 750

3.515
5.240
T.372
9.414
11,43

4.487
&.694
A.968
11.24
13.48

5_4498
8.9148
13.21
18_34
24,31

5.882
°9.597
15.1C
22.81
33.35
47.57

11.02
20.55
39.22
75.13
1427

1.00

2.624
3.690
5.053
6.3%0
T.724

3.0685
4.195
5.287
6.347
T.302

3.617
5,121
6.247
8.4258
10,12

3.93¢
5.627
T.767
1G.31
13.35
t6.66

6.3917
11.33
8.67
3G.49
48.98

1.50

1.75%
2._354
I 169
A.987
4.767

1.869
2.352
2.862
4.372
3.8715

2.010
2.497
3.009
d.528
4.042

2139
2.606
d.125
3.662
4.208
4.752

3.202
4.278
5.657
7.32%
9.250

2.00

f.367
1.710
2.3712
2.940
3.509

1.395
1.680
2.014
2.362
2,703

1.430
1.670
1.949
2.251
2_560

t.465
1.657
1.8%3
2.107
2.383
2_€06

1.8R6
2.225
2.608
3.020
3,447

H - DECISION INTERVAL FOR THE CUSHN SCHEME

¥ - REFERENCE VALUE

S(Q) - HEADSTART vAlLUE
Table 3: Average run lengths for cusum charts with FIR option.

Technometrics, 24, 199-205,1982.

2.50

1.169
1.4414
1.932
2.383
2.81%

1.174
1.348
1.5686
1.856
2.125

t. 182
1.344
1.489
1.6496
1.922

11890
1.282
1,395
i.529
1.680
1.843

§.367
1.502
1.657
1.828
2.012

32.00

1.068
1.233
1.638
2,046
2.3814

1.069
1.165
1.325
1.540
1.774

1.070
1.138
1.243
1.386
1.659

1.071
1.115
1.174
1.252
1.348
1.450

f.14G
1.207
1.282
.91
473

OF SIGHA)

3.00

1.068
1.233
1.638
2.046
2.3a1

1.069
1.16%
1.325
1.540
1. 774

1.070
1.138
1.243
1.386
1.559

1.001
1.118
t. 874
1.252
1.348
1.460

1. 146
1,207
1,282
1.371
F.473

“Fast Initial Response for

r GUSUM A Head Start,”

1.006
1.023
1.067
1.159
f.311

1.005
1.047
1.040
1.08%

1.160

1,008

1.012
1.023
1.040
1.067
f.107

1.016
1.028
1.041¢
1.062
1.091

1.006
1.023
1.067
1.151
1.311

1.006
1.017
1.040
1.085
1.160

10086
1.012
1.023
1.040
1.067
1.107

1.016
1.026
1.041
1.062
1.0%1
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GUSUAI FOR DIAMETER DATA

Summary of Cumulative Sum Control Chart Analysis

Proceas Variable: pey

Subgroup Variable: N {SANPLE)
Mud {Target Mean} 1}
Std Deviation 26,8413214
Delta 1
Scheme Two-Sided
Limitn 5
h 4
h' (Data Units) 48.0152154
k 0.5
&' (Data Units) &.00190183
AL (Delta} 4.38313041
ARL{O) 167.6B3749

{DEVIATION Cuseu)

GUSIM FOR DIAMETER DATA

Bubgroup Subgroup Subgroup Lower Humbar ot Upper Humber of
Sample Mean for Std Dev for Cumuelative Consecutive Cumulative Consecutive
N Size DEV DEV Sua Lower Suss > 0 Sum Uppar Sums > Q
1 5 9. 000000 33.468401 0 0 1.88810 1
2 5 0.000000 43.011626 Q L+] 0.00000 0
3 5 6.000000 32,093513 - 0 a 0.00000 o
4 5 8. 000000 30.331502 a 0 1.85810 1
5 5 12.0600000 32.710854 0 L] 7.99620 2
8 5 4.000000 29.664794 o 0 5.99429 3
7 5 -2.000000 14.832397 a . L] 0.50000 0
8 5 12.000600 JH.987177 1 1} 5.99810 1
9 5 2,000000 14_832397 i} [ 1.8962¢ 2
10 5 24,000060 16.73320% I} 0 19.99429 3
1 5 16.000000 16.733201 a o 29.992398 a
12 H] 2§.000000 11.401754 0 a 4%. 99049 5
3 5 4.600000 21.908902 a ' 0 47.90885%8 6
14 5 6.000000 32.863353 0 o 47 .9B669 7
t5 5 12. 000000 25.884358 Q 0 59.98478 &
16 8 4. 400000 15. 165751 - 4] o 57.98280 9
17 5 16.000000 20736441 o a 67.98098 10
t8 5 16. 000000 26.076810 0 o 77.97808 i
19 5 20.000000 25.495098 0 ¢ 91.97718 12
a0 5 18. 000000 21.673483 o a 103.97527 13

Figure 7: SAS output for cusum table.




