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Abstract. Motivated by the computations in the theory of cohomological
Conley index,cocyclic subshifts are the supports of locally constant matrix
cocycles on the full shift over a finite alphabet. They properly generalize
sofic systems and topological Markov chains; and, via the Wedderburn-Artin
theory of finite-dimensional algebras, admit a similar structure theory with
a spectral decomposition into mixing components. These components have
specification, which implies intrinsic ergodicity and entropy generation by
sequences of horseshoes. Also, a zeta-like generating function for cocyclic
subshifts leads to simple criteria for existence of a factor map onto the
full two-shift — which gives practical tools for detecting chaos in general
discrete dynamical systems.

Mathematics Subject Classification (1991):54H20, 28A65, 58F.

1 Introduction

An elementary question encapsulates the topic of this article: Given two
square matricesΦ0, Φ1, what can one say about binary sequencesσ =
(σ1, ..., σn) for which the productΦσ = Φσ1 ...Φσn is not zero? Concretely,
when does the numberan of such sequences of lengthn increase expo-
nentially in n, i.e. h := limn→∞ ln an/n > 0? We give a sharp answer
in terms of certain algebras associated with the productsΦσ1 ...Φσn . Our
approach leads through topological dynamics and yields results going far
beyond answering the question. Indeed, the numberh can be interpreted
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256 J. Kwapisz

as the topological entropy of the shift map acting on the space of infinite
binary sequences for which any finite segment is as above. This space is an
example of what we call acocyclic subshift — a new kind of subshift that
generalizes topological Markov chains and sofic systems.

If only to justify the name (cocyclic subshifts), let us assume a broader
perspective for a moment. Given a mapf : X → X, one may consider
cocyclesΦ with values in a semigroupG with zero0. This is to say that
Φ : N × X → G satisfiesΦ(n + m, x) = Φ(n, x) · Φ(m, fnx), n, m ∈ N,
and0 ∈ G is such that0 · g = g · 0 = 0 for all g ∈ G. The support of
the cocycle Φ, XΦ := {x ∈ X : Φ(n, x) 6= 0 for all n ∈ N}, is forward
invariant underf , fXΦ ⊂ XΦ. Our problem is an instance of a general
question about the relation between the properties ofXΦ and those ofG and
Φ.

Thecocyclic subshifts are, by definition (Sect. 2), the spacesXΦ obtained
from the shift mapf on X := {1, ..., m}N, (fx)i = xi+1, and from a
locally constant1 cocycleΦ into the semigroupG = End(V ) of all linear
transformations of a finite dimensional vector spaceV . (Our initial question
corresponds tom = 2 andΦ depending only onx0.) This should be viewed
as a generalization of [21], where B. Weiss introduced sofic systems by
taking forG any finite semigroup (c.f. Sect. 10).

Besides the broader class of subshifts considered, what sets our work
apart from the existing literature on sofic systems is the focus on the algebra
generated by the cocycle: the algebra is less structured and more regular than
the semigroup, thus allowing for more complete and constructive theory.
Most importantly, by exploiting the classical Wedderburn-Artin theory of
finitely-dimensional algebras, we are able to implement for cocycles the
ideas of reducible, irreducible, and aperiodic such that the corresponding
cocyclic subshifts have a structure very similar to that of topological Markov
chains defined by reducible, irreducible, and aperiodic matrices.

In particular, the mixing cocyclic subshifts are those definable by aperi-
odic irreducible (primitive) cocycles; and they satisfy the specification prop-
erty. This is the key result of the paper with a corollary (via Bowen’s theory)
that the topologically transitive cocyclic subshifts are intrinsically ergodic
(i.e. have a unique invariant probability measure of maximal entropy).

To reveal our motivation, we mention that our results are relevant to the
symbolic dynamics built around the Conley index for maps ([15,19,18,20,
13]). While the reader may consult [18] for a formal exposition, let us give
a glimpse of how cocyclic subshifts enter the scene.

Roughly, the phase space (of a discrete dynamical system) is divided into
finitely many compact pieces labeled1 throughm. Each piece has associated
an index which is a pointed topological space, and the dynamics induces

1 i.e.Φ(1, x) depends on a finite initial block ofx of fixed length.
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on the cohomologies of the indices an action that generates the cocycle on
{1, ..., m}N. An infinite sequence of piecescodesan orbit of the map (i.e.
the orbit is selected from the sequence) provided the cocycle does not vanish:
the sequence is inXΦ. One may think of this as a common generalization
of the Lefschetz fixed point theorem, where there is only one piece (the
whole space), and the usual concept of a Markov partition, where there are
many pieces but the way they map is very restricted. The role of the cocyclic
subshifts is then analogous to that of subshifts of finite type in the standard
symbolic dynamics.

The primary application of the technique is for confirming chaos in con-
crete dynamical systems, a problem that reduces to the question whether
XΦ factors onto the full two-shift ([14,15,20,18,3]). Our structure theory
for cocyclic subshifts resolves the issue completely: the factor map exists
iff in the spectral decomposition given by the Wedderburn-Artin theory of
the appropriate algebras, there is an aperiodic component which is not a
single point (Corollary 9.3); and this criterion admits efficient numerical
implementation — see the appendix. In fact, we prove that all of topological
entropy on a cocyclic subshift is realized by embedded horseshoes (Theo-
rem 7.2). Moreover, the cocyclic subshifts with zero entropy stand out as
those with particularly simple non-wandering dynamics concentrated on few
periodic orbits captured by a certain zeta-like generating function (Sect. 9).

As this paper is aimed at both a solution of the chaos detection problem
and an introduction to a new type of symbolic dynamics, we confined its
scope in many respects. Restriction to the algebraically closed base field or
the one-sided shifts is easy to overcome and helped to simplify presentation
of the main ideas. More notable omission is that of ergodic theory of the
intrinsic measure (including the computation of the entropyh), which is
dealt with in the forthcoming [11]. Unresolved is also left the problem of
factors of cocyclic subshifts, an uncharted class that brings out more exotic
semigroups of subspaces of matrices, yet possibly coincides with cocyclic
subshifts (see Sect. 11). Here, [16] instills some hope by picking up our new
class ofsubspace semigroupsfor systematic study.

To end the introduction, we put together a quick guide to what follows.
Sections 2 and 3 contain definitions and some basic properties of cocyclic
subshifts as dynamical systems. The progression of Sects. 4, 5, and 6 de-
velops a decomposition of a cocyclic subshift into irreducible and primitive
(irreducible and aperiodic) pieces, and shows that these are topologically
transitive and mixing, correspondingly. Thus the stage is set for the proof
that primitivity implies specification in Sect. 7, with intrinsic ergodicity of a
topologically transitive cocyclic subshift and entropy generation by horse-
shoes obtained as easy corollaries. Section 8 digresses to show that, under
a suitable non-degeneracy assumption on a cocycle, its irreducibility and
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aperiodicity follows from transitivity and mixing (correspondingly) of the
underlying cocyclic subshift. Section 9 (together with the appendix) char-
acterizes the cocyclic subshifts with zero entropy and then derives criteria
for chaos; a certain zeta-like generating function is one notable tool here.
Section 10 discusses the inclusion of sofic systems into cocyclic subshifts;
in particular, it contains a concrete example of a non-sofic cocyclic subshift
— perhaps worth inspecting just after reading Sect. 2. Section 11, in turn,
contains an example (the context free subshift) of a subshift with specifi-
cation that is not cocyclic nor is a factor of a cocyclic subshift. Finally,
Sect. 12 introduces a useful way of presenting cocyclic subshifts bygraphs
with propagation, i.e. labeled (colored) graphs with matrix weights over the
edges.

Acknowledgements.It has been a pleasure to write most of this paper at the Center for
Dynamical Systems and Nonlinear Studies of Georgia Institute of Technology, a uniquely
stimulating and friendly group gathered around Jack K. Hale. In particular, the author is
grateful to K. Mischaikow, M. Mrozek, and A. Szymczak for introduction to the questions
of the discrete Conley index. Also, not to be left without praise should be the constructive
criticism of the referees that greatly influenced the final shape of this paper.

2 The definition

LetA be a finite alphabet ofm symbols, sayA = {1, ..., m}. Recall thatthe
(full) one-sided shift (over A) is the product spaceAN with the shift map
f : AN → AN given byf : (xi)i∈N 7→ (xi+1)i∈N. Taken as a product of
discrete spaces,AN is compact, andf is a continuous map. The standard
metric d on X is d((xi), (yi)) = 2−j wherej ∈ N is minimal such that
xj 6= yj . By a subshift of AN we understand any closedX ⊂ AN that is
invariant underf (i.e.f(X) ⊂ X).

Denote by End(V ) all the linear endomorphisms of a linear spaceV .
The spaceV is always assumed to be finite-dimensional, non-zero, and over
an algebraically closed fieldC. Moreover, we shall compose linear maps
in End(V ) on the right:Φ(Ψ(v)) = vΨΦ for Φ, Ψ ∈ End(V ) andv ∈ V .
(Thereby we treatV as a right End(V )-module.) The following is the central
definition of this paper.

Definition 2.1 A cocyclic subshift of Φ = (Φ1, ..., Φm) ∈ End(V )m is the
subshiftXΦ ⊂ AN given by

XΦ := {x ∈ AN : Φx1 · · ·Φxn 6= 0, ∀n ∈ N}.

A subshiftX ⊂ AN is a cocyclic subshift iff X = XΦ for someΦ.

Note thatXΦ can be empty.
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Following [5], any finite sequenceσ ∈ Ak will be referred to asa block
(of length |σ| := k). In particular, givenx ∈ AN andk ∈ N, we have a block
[x]k := (x1, ..., xk). (We will also use[x]i,k := (xi, ..., xi+k−1).) Each
block σ determines an open setUσ := {x ∈ AN : [x]k = σ, k = |σ|} and
a productΦσ := Φσ1 · · ·Φσk

. We say thatσ occurs in XΦ iff Uσ ∩ XΦ 6= ∅,
and we say thatσ isallowed (orΦ−allowed) iff Φσ 6= 0. All blocks occurring
in XΦ are allowed, but not vice versa: an allowedσ may not be a sub-block
of any x ∈ XΦ. Nevertheless, the complement ofXΦ is the union ofUσ

over all disallowedσ’s; therefore,XΦ is compact. Sincef(XΦ) ⊂ XΦ, XΦ

indeed is a subshift.
As indicated in the introduction, Definition 2.1 can be recast in a more

general context of cocycles. ConsiderΦ : N × AN → End(V ) that isa
locally constant cocycle with values in the semigroup End(V ). This is to
say that there areq ∈ N and endomorphismsΦi1...iq ∈ End(V ), ij ∈ A,
j = 1, ..., q, such that

Φ(n, x) = Φx1...xqΦx2...xq+1 · · ·Φxn...xn+q−1 , x ∈ AN, n ∈ N.

The minimal suchq we call the anticipation2 of Φ, and bythe support of
Φ we understand the set{x ∈ AN : Φ(n, x) 6= 0, ∀n ∈ N}. In the case
whenq = 1, the support coincides with the cocyclic subshiftXΦ.

Proposition 2.1 (characterization via cocycles)The class of cocyclic sub-
shifts ofAN coincides with that of the supports of locally constant cocycles
onAN (with values in the endomorphism semigroup of a finite dimensional
vector space).

Proposition 2.1 is an immediate consequence of the following lemma.

Lemma 2.1 If Φ is a locally constant cocycle inEnd(V ), then there is
a finite-dimensional linear spaceV ′ and a locally constant cocycleΦ′ in
End(V ′) with anticipationq′ ≤ 1 such that, forx ∈ AN,

Φ(n, x) = 0, ∀n ∈ N ⇐⇒ Φ′(n, x) = 0, ∀n ∈ N. (1)

Proof. It suffices to show that if the anticipation ofΦ is q > 1, thenΦ′
satisfying (1) can be found with anticipationq′ < q. Let Ji : V → V m

andPj : V m → V be the canonical injections and projections, so that
vJiPj = δijv for v ∈ V andi, j ∈ A. Set, for anyi ∈ Aq−1 andx ∈ AN,

Φ′
i1...iq−1

:=
m∑

k=1

Piq−1Φi1...iq−1kJk and

Φ′(n, x) := Φ′
x1...xq−1

· · ·Φ′
xn...xn+q−2

.

2 c.f. [12]
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By usingJiPj = δij , it is easy to see the corresponding cocycle to be

Φ′(n, x) =
m∑

k1,...,kn=1

Pxq−1Φx1...xq−1k1Jk1PxqΦx2...xqk2Jk2

· · ·Φxn...xn+q−2knJkn

=
m∑

kn=1

Pxq−1Φx1...xqΦx2...xq+1 · · ·Φxn...xn+q−2knJkn

The last sum contains the factorΦ(n−1, x) in each term, soΦ(n−1, x) = 0
for somen > 1 implies Φ′(n, x) = 0. Also, Jxq−1Φ

′(n, x)Pxn+q−1 =
Φ(n, x) so thatΦ′(n, x) = 0 implies Φ(n, x) = 0. The equivalence (1)
follows. 2

We finish this section with a couple of remarks. It may be convenient
at times to talk about possibly infinite blocksσ = (σi)i=b

i=a, wherea, b ∈
Z ∪ {−∞,∞}, a ≤ b. Note that, even thoughΦσ may be undefined, one
can unambiguously define the kernelker(Φσ) if a is finite, the image im(Φσ)
if b is finite, and non-vanishing ofΦσ in any case.

Also, rather thanXΦ, it is often more suitable to considerthe two-sided
cocyclic subshift consisting of all bi-infinite (−a = b = ∞) allowed blocks,

X̃Φ := {(xi)i∈Z : Φxn · · ·Φxm 6= 0, n < m, n, m ∈ Z}.

Translation betweeñXΦ andXΦ is standard: one views̃XΦ as the natural
extension ofXΦ by identifying each(xi)i∈Z ∈ X̃Φ with the corresponding
full orbit (an)n∈Z in XΦ, an+1 = fan; the two are related viaxi := [ai]1,
i ∈ Z ([5]).

3 Preliminary properties

In order to establish cocyclic subshifts as a natural class of dynamical sys-
tems, we shall verify that cocyclicity of a subshiftX ⊂ AN is an intrinsic
property of its shift dynamicsf : X → X and that it is preserved under the
basic set theoretic operations.

Recall that a subshiftX is conjugate to another subshiftY (possibly
over a different finite alphabet̃A) iff there is a homeomorphismh : Y → X
such thath ◦ f̃ = f ◦ h wheref and f̃ are the shift maps onX andY ,
respectively.

Theorem 3.1 (conjugacy invariance)A subshift conjugate to a cocyclic
subshift is a cocyclic subshift.
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Before a proof, recall that any subshiftX ⊂ AN determines forr ∈ N a
subshiftX [r] = {([x]i,r)i∈N : x ∈ X} over the refined alphabetAr, (recall
[x]i,r = (xi, ..., xi+r−1)). This X [r], so calledr-block presentation of X,

is conjugate toX via the mapγ[r]
A : AN → (Ar)N given by(xi)i∈N 7→

([x]i,r)i∈N (see [12]).

Lemma 3.1 If X ⊂ AN is a cocyclic subshift, then so is itsr-block pre-
sentationX [r] ⊂ (Ar)N for r ∈ N.

Proof.Suppose thatX = XΦ for someΦ ∈ End(V )m. Consider the cocycle
Ψ : N × (Ar)N → End(V ) given by

Ψ(1, ((x1,1, ..., x1,r), (x2,1, ..., x2,r), ...))

:=

{
Φx1,1 if x1,2 = x2,1, ..., x1,r = x2,r−1,

0 otherwise.

Roughly,Ψ is Φ on the image ofγ[r]
A and zero on the complement, (where

the progressive overlap condition, see [12], is violated). The anticipation of
Ψ does not exceed two by definition. It is also easy to verify thatX [r] is the
support ofΨ , which makesX [r] a cocyclic subshift.2

Proof of Theorem 3.1.Suppose a subshiftY ⊂ ÃN is conjugate to a cocyclic
subshiftX ⊂ A via h : Y → X. Denote byB[r]

X the set{[x]r : x ∈ X}
of all r-blocks occurring inX, with the analogous definition forY . It is
well known that the conjugacyh and its inverseh−1 aresliding block codes

([12]), meaning that there arer, s ∈ N and mapsλ : B
[s]
Y → B

[r]
X and

µ : B
[r]
X → B

[1]
Y such that, fory ∈ Y andx ∈ X,

x = h(y) ⇐⇒ [x]i,r = λ([y]i,s),∀i ∈ N ⇐⇒ yi = µ([x]i,r),∀i ∈ N.

The mapsλ andµ on the symbols induceλ∞ : (B[s]
Y )N → (B[r]

X )N and

µ∞ : (B[r]
X )N → (B[1]

Y )N. Fromh−1◦h = Id, µ◦λ(y1, ..., ys) = y1 for any

(y1, ..., ys) ∈ B
[s]
Y . It follows that,µ∞ ◦ λ∞ ◦ γ

[s]
Ã (y) = y for anyy ∈ ÃN

such that[y]i,s ∈ B
[s]
Y for all i ∈ N.

By Lemma 3.1, there areV andΦ ∈ End(V )mr
such thatX [r] = XΦ ⊂

(Ar)N. We shall prove thatY is the support of the cocycleΨ : N×ÃN →
End(V ) given by

Ψ(1, y) :=

{
Φ(1, λ([y]s)) if [y]s ∈ B

[s]
Y ,

0 otherwise.

Assume thaty ∈ ÃN is such thatΨ(n, y) 6= 0 for all n ∈ N. Then

[y]i,s ∈ B
[s]
Y for all i ∈ N, i.e. γ[s]

Ã (y) ∈ (B[s]
Y )N. Moreover,Ψ(n, y) =
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Φ(n, x) for x := λ∞ ◦ γ
[s]
Ã (y) ∈ (B[r]

X )N and alln ∈ N. From the assump-

tion x ∈ X [r], and soµ∞(x) ∈ Y . Sinceµ∞(x) = µ∞ ◦ λ∞ ◦ γ
[s]
Ã (y) = y,

we have proven thaty ∈ Y .
On the other hand, giveny ∈ Y , we have[y]i,s ∈ B

[s]
Y for all i ∈ N, so

thatΨ(n, y) = Φ(n, x) 6= 0 for x = λ∞ ◦ γ
[s]
Ã (y) and alln ∈ N. 2

Out of the multitude of possible algebraic operations on cocycles, we
summon the direct sum and the tensor product to observe the following:

Fact 3.1 The sum, intersection, and Cartesian product of two cocyclic sub-
shifts are cocyclic subshifts.

Proof.Let XΦ ⊂ AN andXΦ̃ ⊂ ÃN be cocyclic subshifts,Φ ∈ End(V )m

andΦ̃ ∈ End(Ṽ )m̃.
We claim thatXΦ ∪ XΦ̃ = XΦ⊕Φ̃ where we assume thatA = Ã and

the cocycleΦ ⊕ Φ̃ ∈ End(V ⊕ Ṽ )m is given by(v ⊕ ṽ)(Φ ⊕ Φ̃)(n, x) =
vΦ(n, x)⊕ṽΦ̃(n, x) for x ∈ AN,n ∈ N. The simple reason is thata⊕b = 0
iff a = 0 andb = 0.

On the other hand,XΦ × XΦ̃ ⊂ (A × Ã)N coincides withXΦ⊗Φ̃ where

the cocycleΦ ⊗ Φ̃ ∈ End(V ⊗ Ṽ )mm̃ is given on simple tensors by(v ⊗
ṽ)(Φ⊗Φ̃)(n, (x, y)) = vΦ(n, x)⊗ṽΦ̃(n, y) for (x, y) ∈ AN×ÃN,n ∈ N.
This hinges on the fact thata ⊗ b = 0 iff a = 0 or b = 0.

Finally if A = Ã, to getXΦ∩XΦ̃ as a cocyclic subshift one can useΦ⊗Φ̃

restricted to the diagonal inAN×AN . By abusing notation we still write for it
Φ⊗Φ̃ ∈ End(V ⊗ Ṽ )m but now(v⊗ṽ)(Φ⊗Φ̃)(n, x) = vΦ(n, x)⊗ṽΦ̃(n, x)
for x ∈ AN , n ∈ N. 2

Another useful property is that cocyclic subshifts are closed under taking
powers and roots (of the shift mapf ). Recall, for a subshiftX ⊂ AN and
l ∈ N, the mapπ(l)

A : (x)i∈N 7→ ([x](k−1)l+1,l)k∈N conjugatesf l : X → X

to what is called apower subshift X(l) ⊂ (Al)N.

Proposition 3.1 (powers)Suppose thatl ∈ N andX ⊂ AN is a subshift.
ThenX is cocyclic iffX(l) ⊂ (Al)N is cocyclic.

Proof. One implication is simple. IfX = XΦ, then tautologicallyX(l) =
XΦ(l) whereΦ(l) ∈ End(V )ml

is the power cocycle, Φ(l)
σ := Φσ for σ ∈ Al.

For the opposite implication, letΦ : N×(Al)N → End(V ) be a cocycle
realizingX(l) as its support. Set̃V :=

⊕l−1
i=0
⊗l−1

j=0 Vi,j whereVi,j ’s are
disjoint copies ofV . The indexing is considered cyclic modulol. For i =
0, ..., l − 1, k ∈ N, andy ∈ AN, let φi(k, y) ∈ End(V ) be given by

φi(k, y) :=

{
Φ(k, π

(l)
A (y)) if i = 0,

Id otherwise.
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Consider the cocycleΦ′ : N × AN → End(Ṽ ) that is given on simple
tensors by3


 l−1⊕

i=0

l−1⊗
j=0

vi,j


Φ′(1, y) :=

l−1⊕
i=0

l−1⊗
j=0

vi+1,jφi+j (modl) (1, y).

It is a routine calculation to verify that
 l−1⊕

i=0

l−1⊗
j=0

vi,j


Φ′(n, y) =

l−1⊕
i=0

l−1⊗
j=0

vi+n,jφi+j+n−1(1, y)

...φi+j+n−q(1, f q−1y)...φi+j(1, fn−1y).

Thus, forn = kl, k ∈ N, we have exactlyk non-trivial φ’s in the product
above (wheni + j ≡ q (modl)) so that

 l−1⊕
i=0

l−1⊗
j=0

vi,j


Φ′(kl, y) =

l−1⊕
i=0

l−1⊗
j=0

vi,jφ0(k, f i+j−1 (modl)y). (2)

Now, if y ∈ X then alsof i+j−1 (modl)y ∈ X, so that
φ0(k, f i+j−1 (modl)y) 6= 0 for all i, j; and consequently,Φ′(kl, y) 6= 0.
Hence,X is contained in the support ofΦ′.

On the other hand, ify 6∈ X thenφ0(k, y) = Φ(k, πl
A(y)) = 0 for some

k ∈ N. It follows thatΦ′(kl, y) = 0, because, for eachi, we have a tensor
factorφ0(k, f i+j−1 (modl)y) = φ0(k, y) = 0 for j = 1 − i mod l. Hence,
the support ofΦ′ is contained inX. 2

4 Irreducibility and topological transitivity

We start in this section our main theme of correlating the structure ofXΦ

with the algebraic properties of the cocycleΦ.
The set of all blocks can be thought of as a free semigroup with the

concatenation as multiplication. (Forσ = (σ1, ..., σn) andη = (η1, ..., ηm),
their concatenation isση = (σ1, ..., σn, η1, ..., ηm).) Thesemigroup of Φ ⊂
End(V )m is, by definition,

GΦ := {Φσ : σ is a block}
3 The idea is tosuspendΦ by twisting the cyclic permutation of

⊕l−1
i=0 Vi,j with Φ acting

on the−j th place. Also, the tensor product would be superfluous if not for the possibility
thatx 6∈ X butfkx ∈ X for somex ∈ AN andk ∈ N.
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treated as a sub-semigroup of End(V ) generated by the components ofΦ.
The mapσ 7→ Φσ is a homomorphism between the two semigroups.

Less structured (and more penetrable) isthe algebra of Φ, by definition
equal to the linear span ofGΦ in End(V ),

EΦ :=

{∑
σ

aσΦσ : aσ ∈ C almost all zero

}
.

The algebraEΦ acts onV on the right, which is a finite dimensional faithful
representation. A particularly nice situation arises if this representation is
irreducible, that isvEΦ = V for any non-zerov ∈ V . Existence of such
faithful representation (primitivity) is equivalent toEΦ being simple (no
proper bi-ideals exist andE2

Φ 6= 0). The Wedderburn-Artin theory (p 421 in
[8] or [6]) asserts that a simple algebra is the full endomorphism algebra
over a division ring, which means thatEΦ = End(V ) because the field is
algebraically closed.

Definition 4.1 A cocycleΦ ∈ End(V )m is irreducible iff V 6= 0 andEΦ =
End(V ). A cocyclic subshift isirreducible iff it can be represented asXΦ for
some irreducibleΦ.

The definition differs from the one in [21] where simplicity of the semi-
group (not the algebra) is postulated4. This will ultimately allow for more
complete description of the dynamics in terms of the underlying algebra.
Recall thatXΦ is topologically transitive iff the orbit {fnx}n∈N is dense
in XΦ for somex ∈ XΦ. Also, if a blockσ has non-nilpotentΦσ, then the
infinite concatenationx = σ∞ (i.e. xi := σi mod |σ|) is a periodic point in
XΦ; the period is equal to|σ| iff σ is not a power (i.e.σ = ηl impliesl = 1).
All periodic points in XΦ arise in this way, and we will denote their union
by Per(XΦ).

Theorem 4.1 (transitivity) If Φ is irreducible, thenXΦ is non-empty, topo-
logically transitive, and the set of periodic pointsPer(XΦ) is dense inXΦ.

The following frequently invoked lemma uncovers the mechanism be-
hind the theorem.

Lemma 4.1 (connecting)Suppose thatΦ is irreducible. If σ and ω are
two allowed blocks, that isΦσ, Φω 6= 0, then there is a blockβ for which
Φσβω 6= 0. Moreover, suchβ exists with

|β| ≤ max{0,dim(ker(Φω)) − dim(im(Φσ)) + 1} ≤ d = dim(V ).
4 The two are not equivalent:Z is not simple as a semigroup but has a primitive represen-

tation as multiplication inC (with E = C simple), and the cyclic multiplicative semigroup
Zp is simple but its faithful complex representations are all diagonizable (p. 443, [1]).
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Note one easy corollary: all allowed blocks occur inXΦ for irreducibleΦ.

Proof of Lemma 4.1.Let b be a finite set of blocks such that(Φβ)β∈b forms
a basis ofEΦ = End(V ) as a linear space overC. There isC ∈ End(V )
such thatΦσCΦω 6= 0, and so one must haveΦσΦβΦω 6= 0 for someβ ∈ b.
Note that|β| has an upper bound that is uniform inσ andω — a fact that
suffices for much of what follows in this paper. The ”moreover part” needs
another argument though.

Suppose thatΦσω = 0, as otherwise there is nothing to prove, and set
k := min{|η| : ΦσΦηΦω 6= 0, η a block}, k ≥ 1. Considerη = (ik, ..., i1)
with ΦσΦηΦω 6= 0. SetV1 := ker(Φω). Observe that

(i)1 im(ΦσΦik ...Φi1) 6⊂ V1,

and, by minimality ofk, we have

(ii)1 im(ΦσΦik ...Φil) ⊂ V1, 1 < l ≤ k,

since otherwiseΦσΦik ...ΦilΦω 6= 0. It follows that V1Φi1 6⊂ V1, that is
V2 := {v ∈ V1 : vΦi1 ∈ V1} is properlycontained inV1. A similar
argument as forV1 yields

(i)2 im(ΦσΦik ...Φi2) 6⊂ V2,

and, by minimality ofk, we have

(ii)2 im(ΦσΦik ...Φil) ⊂ V2, 2 < l ≤ k.

Again, V3 := {v ∈ V2 : vΦi2 ∈ V2} must be strictly contained inV2.
By iterating this process, we get a strictly descending sequence of linear
spacesV1 ⊃ V2 ⊃ ... ⊃ Vk all of which contain im(Φσ). It follows that
k − 1 ≤ dim(V1) − dim(im(Φσ)), which ends the proof.2

Forx ∈ X, the eventual rank of x (with respect to Φ) is defined as

q(x) := lim
n→∞ rank(Φ(n, x)).

Clearly, the sequence stabilizes and{x ∈ AN : q(x) > 0} coincides with
XΦ.

Proof of Theorem 4.1.To come up with a pointy ∈ XΦ which trajectory is
dense inXΦ, form a sequence including all the allowed blocks:ω1, ω2, ... ,
Φωi 6= 0 for i ∈ N, and then use Lemma 4.1 repeatedly to getηi’s such that
y := ω1η1ω2η2... belongs toXΦ. (Allowed blocks exist by irreducibility, in
particularXΦ 6= ∅.)

For density of Per(XΦ), it is enough to prove that Per(XΦ) accumu-
lates on the pointy found above. Taken arbitrary but large enough to have
rank(Φ(n, y)) = q(y). Because(fmy)m∈N fills XΦ densely, there ism
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such thatσ := [y]n = [fm+ny]n and so[y]n+m+n = σησ for someη. If
V0 := im(Φσ) = V Φσ, then

im(Φσησ) = V0Φησ = V0ΦηΦσ ⊂ V0.

In fact, the inclusion above must be equality because all the involved spaces
have dimension equal toq(y). ThusV0Φησ = V0 and soΦησ is not-nilpotent,
which puts(ησ)∞ andz = (ση)∞ in Per(XΦ). Sinced(z, y) ≤ 2−n, we
are done by arbitrariness ofn. 2

5 Spectral decomposition

Our next task is to represent therecurrentdynamics of a cocyclic subshift
as a union of irreducible cocyclic subshifts. This is analogous to the spectral
decomposition of a hyperbolic set ([17]) with an important caveat that the
union need not be disjoint, and the points in its complement need not be
wandering but merelytransientin the following sense.

For a mapf : X → X andk ∈ N, we shall call a setU ⊂ X k-transient
if

sup
x∈X

#{n ∈ N : fnx ∈ U} ≤ k.

Actually, we are only interested in the case whenX is a compact Hausdorff
topological space,f is continuous, andU is open (so that1-transientU is
what normally is calleda wandering neighborhood, [5].) By a transient U
we meanU that isk-transient for somek ∈ N, andthe transient set of f is

T (f) :=
⋃

{U : U is open and transient}.

While avoiding detailed discussion, we relateT (f) to the standard no-
tions of the non-wandering set Ω(f) := (

⋃{U : U is open and
wandering})c and the (positively) recurrent set R(f) := cl{x ∈ X :
x ∈ ω(x)} — wherecl stands for the closure andω(x) is the accumulation
set of(fnx)n∈N.

Proposition 5.1 (i) The wandering points,Ω(f)c, are dense inT (f).
(ii) The transient points are not recurrent:R(f) ⊂ T (f)c.

We remark thatR(f) = T (f)c for cocyclic subshifts as will be apparent
from Theorem 5.1.
Proof. (i) Clearly, Ω(f)c ⊂ T (f). For density, we exhibit a non-empty
wanderingW in any non-empty transientU . As a function ofx ∈ X,
kU (x) := #{n ∈ N : fnx ∈ U} is lower-semicontinuous and bounded
from above. Thus, fork0 := maxx∈U kU (x), the set

W := {x ∈ U : kU (x) = k0}
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is open.W is also wandering, as otherwisex, fnx ∈ W for somen > 0 so
thatkU (x) = kU (fnx) + 1 > k0 — which is a contradiction.

(ii) It suffices to verify that (withkU (x) as in the proof of(i))

cl

(⋃
x∈X

ω(x)

)
=
(⋃

{U : U open andkU (x) < +∞ for x ∈ X}
)c

.

(3)

If y ∈ ω(x) for somex ∈ X, thenkU (x) = +∞ for any neighborhood
U of y — the “⊂” inclusion follows. On the other hand, ify has an open
neighborhoodV disjoint with ω(x) for all x ∈ X, thenkU (x) < +∞
for a neighborhoodU of y that is pre-compactly contained inV . The “⊃”
inclusion follows.2

Returning to cocyclic subshifts, transient dynamics may appear inXΦ

in the presence of nilpotent bi-ideals inEΦ. If J ⊂ EΦ is such an ideal,
that isEΦJEΦ ⊂ J andJ t = 0 for somet ∈ N, then any blockσ with
Φσ ∈ J can repeat at mostt − 1 times in any allowed blockω. Indeed,
if ω = α1σα2σ...αtσαt+1, thenΦω ∈ Φα1JΦα2 ...JΦαt+1 ⊂ J t = 0. We
refer to suchσ asa transient block becauseσ can occur at most|σ| · t times
in anyx ∈ XΦ, so that#{n : fnx ∈ Uσ} ≤ |σ| · t andUσ is transient.

Assume that, for some non-zero linear spacesV1, ..., Vr, we have a ho-
momorphismR : EΦ →∏r

i=1 End(Vi) satisfying the following hypothesis

(H) the kernelJ of R is nilpotent and the componentsRi : EΦ → End(Vi),
i = 1, ..., r, are surjective.

Forx ∈ AN the homomorphismR determinesthe partial eventual ranks

qi(x) := lim
n→∞ rank(Ri(Φ(n, x)), i = 1, ..., r,

which add up toq+(x) :=
∑

i qi(x). Note that, ifq+(x) = 0, then there is
n ∈ N such thatΦ(x, n) ∈ J(EΦ), which makes[x]n a transient block and
anyx ∈ U[x]n a transient point.

Theorem 5.1 (spectral decomposition)If XΦ is a cocyclic subshift, and
R : EΦ → ∏

i End(Vi) satisfies the hypothesis (H), then the sets(XΦ)i :=
{x ∈ AN : qi(x) > 0} are irreducible cocyclic subshifts for irreducible
cocycles

Φi := (Ri(Φk))k∈A ∈ End(Vi)m.

The union
⋃r

i=1(XΦ)i is a cocyclic subshift for

(R(Φk))k∈A ∈ End

(⊕
i

Vi

)

and equals(XΦ)+ := {x ∈ AN : q+(x) > 0}, which constitutes the set
T (XΦ)c of all non-transient points ofXΦ.
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Proof. Checking that the cocycles determine the right subshifts is trivial.
The irreducibility follows immediately from the surjectivity in (H). That all
non-transient points are accounted for has already been observed.2

As noted before,the basic sets (XΦ)i need not be disjoint nor different,
a flaw that can be remedied by passing to an appropriate cocyclic subshift
that factors onto(XΦ)+ (finite-to-one). Such is the cocyclic subshift with
the alphabet{(i, k) : i = 1, ..., r, k = 1, ..., m} and the cocycle given
by (Ri(Φk))(i,k), as it splits into disjoint transitive sets that are naturally
conjugate to the(XΦ)i’s. This is reminiscent of the situation for sofic sys-
tems5 that lack spectral decomposition, but are factors of topological Markov
chains that have spectral decomposition ([5]). Also, that there may be non-
wandering points outside(XΦ)+ can be seen in a sofic example6 given by
the space of sequences of1’s and2’s with at most two1’s occurring in each
sequence (takeΦ1 nilpotent withΦ2

1 6= 0 andΦ3
1 = 0, andΦ2 = Id). Here

(XΦ)+ = {2∞}, yet every symbolic sequence with exactly one occurrence
of 1 represents a non-wandering point (which is nevertheless 2-transient).

To supply a homomorphismR satisfying hypothesis (H) for any non-
emptyXΦ, one can use the Wedderburn-Artin theory. Recall (see IX.2 in
[8] or [6]) the Wedderburn (or Jacobson) radicalJ(EΦ) of the algebraEΦ is
the union of all nilpotent two-sided ideals inEΦ and is a nilpotent two-sided
ideal by itself. Thus,J(EΦ)t = 0 for some minimalt = tΦ; andJ(EΦ) 6= EΦ

given thatXΦ 6= ∅. The quotientEΦ/J(EΦ) is then a semisimple algebra
and, by the Wedderburn-Artin Theorem (Th 5.7, IX, [8]), it is isomorphic
to
∏r

i=1 End(Vi) for some non-zero linear spacesVi, i = 1, ..., r = rΦ.
Intrinsically,rΦ is the number of simple ideals inEΦ/J(EΦ) (c.f. Prop. 3.8,
[8]) and

∑
i dim(Vi) ≤ dim(V ) (see (5) ahead). (Irreducibility ofXΦ,

which we do not assume, translates torΦ = 1.)
In order to obtain suitableR : EΦ → ∏

i End(Vi), precompose the
isomorphism with the canonical projectionEΦ → EΦ/J(EΦ). The collection
of cocyclic subshifts((XΦ)i)

rΦ
i=1 thus provided by Theorem 1 will be called

the Wedderburn decomposition of XΦ. At this point we can record the
following converse of Theorem 1 (c.f. Corollary 7.1 and Question 4 in Sect. 6
of [21]).

Corollary 5.1 (irreducibility) A topologically transitive non-empty
cocyclic subshift is irreducible.

Proof. A union of compact invariant sets is topologically transitive only
if it coincides with one of the sets. Hence, for the Wedderburn spectral

5 Think of the union of two full shifts: one on{1, 2} and another one on{2, 3}; they share
2∞.

6 suggested by the referee
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decomposition ofXΦ, we haveXΦ =
⋃

i(XΦ)i = (XΦ)i for somei, and
the subshiftXΦ coincides with one of its irreducible components.2

Before leaving this section, we digress that the Wedderburn-Artin homo-
morphismR is not the onlyR satisfying hypothesis (H), but it is thesimplest
suchR. Let us illuminate this point and use the opportunity to record a few
useful algebraic facts.

Consider another homomorphism that satisfies (H),R̃ : EΦ −→∏r̃
j=1 End(Ṽj). BecauseR̃(J(EΦ)) ⊂ J(

∏r̃
j=1 End(Ṽj)) = 0 (see Prop.

3.1.3 in [6]), we haveJ(EΦ) ⊂ ker(R̃). From (H), the opposite inclusion
holds so thatJ(EΦ) = ker(R̃). ThusR̃ induces a monomorphism

ρ :
r∏

i=1

End(Vi) →
r̃∏

j=1

End(Ṽj)

such thatR̃ = ρ ◦ R, and in this senseR is simplerthanR̃.
Moreover, the structure ofρ is very transparent: The component ho-

momorphismsρij : End(Vi) → End(Ṽj) are either zero or isomorphisms
because End(V ) is simple for any non-zeroV (see Schur’s lemma, [6]).
Additionally, if i1 6= i2, thenρi1i2j : End(Vi1) × End(Vi2) → End(Ṽj) has
a non-zero kernel (by counting dimensions). The kernel must be equal to
one of the two ideals0 × End(Vi2) or End(Vi1) × 0, so thatρi1j = 0 or
ρi2j = 0. In this way, for eachj there is a uniquei with ρij 6= 0.7 One
immediate corollary is that∑

i

dim(Vi) ≤
∑

j

dim(Ṽj). (4)

Finally, although optimal,R may not be best suited for practical calcu-
lations: it is more convenient to deal with̃R derived directly from the given
representation onV . The linear spaceV , as a right module overEΦ, has a
composition series (p. 375 in [8])

0 = Wr̃ ⊂ Wr̃−1 ⊂ .... ⊂ W0 = V,

where the quotientsWk−1/Wk have no proper submodules. One can con-
struct a (non-canonical) splitting ofV into linear spacesV =

⊕r̃
j=1 Ṽj so

thatWj = Ṽj⊕...⊕Ṽr̃. For any mapA ∈ EΦ, the componentA(ij) : Ṽi → Ṽj

is defined as the composition ofA with the canonical injection of̃Vi and
the canonical projection ontõVj . The mapR̃j : A 7→ A(jj) is a homo-
morphism. It is either zero or it is onto End(Ṽj) becausẽVj ' Wj−1/Wj ,

7 This essentially proves a standard fact (see [6]) that
⊕

j Ṽj is isomorphic as a module
overEΦ to

⊕
i kiVi; hereki := #{i : rij 6= 0}.
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having no proper submodules, is either zero or simple (overR̃j(EΦ)). Since
alsoA(ij) vanishes fori > j, the homomorphism̃R :=

∏
j∈{j:R̃j 6=0} R̃j

has a nilpotent kernel;̃R satisfies hypothesis (H).
Moreover, because

∑
j dim(Ṽj) ≤ dim(V ), inequality (4) yields

∑
i

dim(Vi) ≤ dim(V ). (5)

Also, on assumption thatρij :6= 0, ρij : End(Vi) → End(Ṽj) being an
isomorphism implies rank(A(jj)) = rankVi(Ri(A)) for anyA ∈ EΦ (where
the subscriptVi indicates that the rank is computed in the representation on
Vi). It follows that

∑
i

rankVi(Ri(A)) ≤
∑

j

rank(A(jj)) ≤ rank(A). (6)

We shall need (5) and (6) later in Sects. 7 and 8.

6 Aperiodicity and aperiodic decomposition

The Wedderburn-Artin decomposition can be refined so as to distinguish
within each transitive basic set finer aperiodic (primitive) components that
are cyclicly permuted by the dynamics. A more structured algebra thanEΦ

serves this purpose.
Recall (from Sect. 3), that for anyl ∈ N, the iteratef l : XΦ → XΦ is

naturally conjugate to the power subshiftX(l), which is the cocyclic subshift
XΦ(l) ⊂ (Al)N supporting the cocycle

Φ(l) := (Φσ)σ∈Al ⊂ End(V )ml
.

The corresponding algebra, denoted byE(l)
Φ , is generated by allΦσ with |σ|

divisible byl. Of particular importance isthe tail algebra of Φ given by

E(∞)
Φ :=

⋂
l∈N

E(l)
Φ .

Observe thatE(∞)
Φ :=

⋂
k∈N E(lk)

Φ for lk := k!, and this is an intersection

of a descending sequence of linear spaces soE(∞)
Φ = E(s)

Φ for somes ∈ N.
We will write sΦ for the minimals with this property. Of special interest is
the case whensΦ = 1, i.e.E(l)

Φ = EΦ for all l ∈ N.
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Definition 6.1 A cocycleΦ ∈ End(V )m is calledaperiodic iff V 6= {0}
and its algebra coincides with its tail algebra, that isEΦ = E(∞)

Φ . A cocycle
Φ is calledprimitive iff it is irreducible and aperiodic, that isV 6= {0}
and EΦ = E(∞)

Φ = End(V ). A cocyclic subshift isaperiodic iff it can be
represented asXΦ for some aperiodicΦ, and it isprimitive if suchΦ exists
that is primitive.

Note that fromEΦ(lk) ⊂ EΦ(l) for k, l ∈ N, it follows that

E(∞)
Φ = E(∞)

Φ(l) ⊂ EΦ(l) ⊂ EΦ, l ∈ N.

As an immediate consequence we note the following.

Corollary 6.1 (i) If Φ is aperiodic (primitive), then so isΦ(l), l ∈ N.
(ii) If Φ(l) is primitive for somel ∈ N, then so isΦ.

Note that, from (i), if a subshift is primitive cocyclic then its power
subshift is primitive cocyclic. The opposite implication (stronger than (ii)
above) will be proven only in the next section (see Corollary 8.2).

As in Sect. 5, to decompose an irreducible cocyclic subshift into aperiodic
pieces, we use the (surjective) homomorphismM : E(∞)

Φ → ∏
j End(Wj)

that induces the isomorphism ofE(∞)
Φ /J(E(∞)

Φ ) and
∏

j End(Wj), for some

non-zero linear spacesWj , j = 1, ..., r∞
Φ . Here we should note thatJ(E(∞)

Φ )
6= E(∞)

Φ because Per(XΦ) 6= ∅ : given σ∞ ∈ Per(XΦ), ΦσsΦ ∈ E(sΦ)
Φ =

E(∞)
Φ is non-nilpotent. AgainJ(E(∞)

Φ )t = 0 for somet ∈ N, and lett∞Φ
be the minimal sucht. M satisfies then the analogue of hypothesis (H) in
Sect. 5,

(HH) the kernelJ of M is nilpotent and the componentsMj : E(∞)
Φ →

End(Wj), Wj 6= {0}, are surjective.

Givenx ∈ AN, the appropriate partial eventual ranks are

q∞
j (x) := lim

n→∞ rank(Mj(Φ(ns, x))), s = sΦ,

with q∞
+ (x) :=

∑
j q∞

j (x).
Any irreducibleXΦ is made ofa cyclicly permuted aperiodic cocyclic

subshift, as described by the following result.

Theorem 6.1 (aperiodic decomposition)If Φ ⊂ End(V )m is irreducible,
then there existsq ∈ N, q ≤ d := dim(V ), such thatXΦ = X0 ∪ ... ∪
f q−1X0 for someX0 ⊂ XΦ that is invariant underf q, andf q : X0 → X0
is naturally conjugate to a cocyclic subshift with a primitive power. In fact,
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if s = sΦ, so thatE(∞)
Φ = E(s)

Φ , andM : E(∞)
Φ → ∏r

j=1 End(Wj) satisfies
hypothesis (HH), thenXΦ is the union of

(XΦ)(∞)
j := {x ∈ AN : q∞

j (x) > 0}, j = 1, ..., r,

which (acted upon byfs) are naturally conjugate to the primitive cocyclic
subshifts of(As)N that are given by the primitive cocycles

Φ
(∞)
j := Mj(Φ(s)) = (Mj(Φσ))σ∈As ⊂ End(Wj)ms

.

The setX0, as well as each of its iteratesfX0, ..., f
q−1X0, can be found as

one of the(XΦ)(∞)
j ’s; moreover,q ≤ r ≤ d andq dividess.

Remark 6.1As it will become clear later (Corollary 8.2),f q : X0 → X0
in the theorem is in fact a primitive cocyclic subshift, even though we show
now only that it has a primitive power. To exemplify the difficulty consider

Φ = (Φ1) with Φ1 =
(

0 1
1 0

)
so thatr∞

Φ = sΦ = 2 andXΦ = {1∞} =

(XΦ)(∞)
1 = (XΦ)(∞)

2 = X0; primitivity of Φ
(∞)
1 assures only thatf2 :

X0 → X0 is primitive, notf : X0 → X0.

Proof of Theorem 6.1.That(XΦ)(∞)
j arises fromΦ

(∞)
j is a tautology. We first

show thatΦ(∞)
j is primitive. SinceMj is a homomorphism, we haveE

Φ
(∞)
j

=

Mj(E(s)
Φ ). But Mj(E(s)

Φ ) = Mj(E(∞)
Φ ) = End(Wj), which makesΦ(∞)

j

irreducible. Moreover, not onlyE
Φ

(∞)
j

= Mj(E(s)
Φ ), but for the same reason

E(l)

Φ
(∞)
j

= Mj(E(sl)
Φ ), for all l ∈ N. By the definition ofs, the right-hand

sides of the two last equalities coincide soE(l)

Φ
(∞)
j

= E
Φ

(∞)
j

; consequently,

E(∞)

Φ
(∞)
j

= E
Φ

(∞)
j

= End(Wj) andΦ
(∞)
j is primitive.

Next, we argue thatXΦ =
⋃r

j=1(XΦ)(∞)
j . (Thatr ≤ d follows from (5)

in Sect. 5.) Periodic orbits are dense inXΦ (Theorem 1), so it suffices to
show thatx ∈ Per(XΦ) andq∞

+ (x) = 0 implies a contradiction. Represent
then x as x = σ∞ with |σ| divisible by s. Sinceq∞

+ (x) = 0, we have

Mj(ΦσN ) = 0 for someN and allj. ThusΦσN ∈ ker(M) = J(E(∞)
Φ ) and

ΦσNt ∈ J(E(∞)
Φ )t = 0, t = t∞Φ , which contradictsx ∈ XΦ.

To finish the argument we will show that, upon reordering of the
(XΦ)(∞)

j ’s, we haveXΦ =
⋃

1≤j≤q(XΦ)(∞)
j , where (XΦ)(∞)

j+1 mod q =

f(XΦ)(∞)
j mod q for j = 1, ..., q and someq ≤ r. Note that, for anyj, there isi

such thatf(XΦ)(∞)
j ⊂ (XΦ)(∞)

i ; indeed, takez with its orbit underfs dense
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in (XΦ)(∞)
j , fz ∈ (XΦ)(∞)

i determines the suitablei. Of all the(XΦ)(∞)
j ’s,

let (XΦ)(∞)
1 , . . . , (XΦ)(∞)

r̃ be these maximal with respect to inclusion (after

renumbering perhaps) so that stillXΦ =
⋃

1≤j≤r̃(XΦ)(∞)
j . Thesẽr sets are

permuted byf (becausefs fixes them) and the permutation decomposes into
cycles of the form(XΦ)(∞)

j1
→ (XΦ)(∞)

j2
→ ... → (XΦ)(∞)

jq
→ (XΦ)(∞)

j1
,

whereq ≤ r, q dividess, and all the maps are onto (by the maximality).
The union of the(XΦ)(∞)

j ’s along such a cycle is a compact invariant sub-
set ofXΦ. Being transitive,XΦ must coincide with one such union, and
X0 = (XΦ)(∞)

j1
satisfies then the conditions of the theorem.2

As in Theorem 5.1, the family of primitive pieces(XΦ)(∞)
j may be very

redundant, with some of them intersecting or even coinciding. Partly to
blame is the fact that we do notoptimizeΦ for the given cocyclic subshift;
however, disjointness of the primitive pieces is precluded by the very nature
of the dynamics onXΦ — it breaks down already for sofic systems8. Of
course all these problems vanish if one is willing to take finite-to-one factors.

7 Specification and intrinsic ergodicity

Our goal now is to see that primitivity of a cocyclic subshift is equivalent
to its topological mixing, or to a stronger property of specification. Intrin-
sic ergodicity of topologically transitive cocyclic subshifts is one notable
corollary.

Recall that a subshiftX is topologically mixing iff, given two blocks
σ1 andσ2 that occur inX, there isn0 so thatn ≥ n0 implies thatσ1ησ2
occurs inX for someη with |η| = n. The specification property requires
furthermore thatthe gap lengthn is uniform:X hasspecification if there
is n0 such that, given two occurring blocksσ1 andσ2 andn ≥ n0, σ1ησ2
occurs inX for someη with |η| = n. This can be seen ([2]) as an equivalent
formulation of the following Bowen’s condition on existence (specification)
of periodic orbits (c.f. Def. 21.1 in [5]):

(S) for somen0 ∈ N, given a finite sequence of occurring blocksσ1, ..., σk

and numbersli ≥ n0, i = 1, ..., k, there are connecting blocksηi,
|ηi| = li, such that(σ1η1σ2η2...σkηk)∞ ∈ Per(XΦ)

We postpone the proof of the following well known fact.

Fact 7.1 For a subshiftX ⊂ AN, if its power subshiftX(c) ⊂ (Ac)N has
specification for somec ∈ N, thenX has specification.

8 Consider a graph with two verticesa, b and edgesab labeled 0,ab labeled 1 andba
labeled 1. The sequences starting with even number of 1’s form a primitive piece which
shares1∞ with its image underf .
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Theorem 7.1 (specification)A primitive cocyclic subshift has specifica-
tion.

Specification guarantees for a subshift good statistical properties, partic-
ularly intrinsic ergodicity : by the theorem due to Bowen (Th. 22.15 in [5]),
(S) implies existence of a unique probability measureµ of maximal entropy.
If XΦ is not primitive but merely transitive the maximal entropy measure
still exists; it is the average of the measures on the primitive components
X0, ..., f

q−1X0 provided by Theorem 6.1. Thus we can note the following
important corollary.

Corollary 7.1 A transitive cocyclic subshift is intrinsically ergodic.

A construction of the maximal measure via an appropriatetransfer operator
can be found in [11].
Proof of Theorem 7.1.Let X = XΦ ⊂ AN for a primitive cocycleΦ ∈
End(V )m. The argument is similar to that for density of periodic points in
the proof of Theorem 4.1. Let

q0 := min{rank(Φσ) : σ is an allowed block, i.e.Φσ 6= 0},

and letη be a fixed block with rank(Φη) = q0. SetV0 := im(Φη). The role
of minimality of q0 is embodied by the following implication: ifν is a block
with Φηνη 6= 0, then rank(Φηνη) = q0 andV0Φνη = V0. By irreducibility
suchν exists (Lemma 4.1); choose one and setγ := νη, c := |γ|.

In view of Fact 7.1, it suffices to prove specification forX(c). List all
blocks occurring inX with length divisible byc : σ1, σ2, ... . For eachk ∈ N,
due to irreducibility ofXΦ(c) (from Corollary 5.1), one can use Lemma 4.1 to
find blocksαk andβk such thatΦγαkσkβkγ 6= 0 anddc ≥ |αk|, |βk| ∈ cN.
As anticipated, the minimality ofq0 assures thatV0Φµk

= V0 for µk :=
αkσkβkγ, as well asV0Φγ = V0. For any two blocksσk andσj , and for
l ≥ 0, we haveV0Φµkγlµj

= V0 so thatσkβkγ
l+1αjσj occurs inX. In this

way, we can connectσk with σj with anygap lengthn exceeding2dc + c.
Hence,X(c) has specification and so doesX by Fact 7.1.2

Even though cocyclic subshifts are generally not uniformly hyperbolic,
let us observe thathorseshoesare still the mechanism responsible for gener-
ating all of the topological entropy (which is reminiscent of Katok’s theorem
for C1+ε-diffeomorphisms of surfaces [9]). This hinges on the existence of
a synchronizingword, as theγ in the proof of Theorem 7.1 above.

Theorem 7.2 (horseshoes)Suppose thatXΦ is a cocyclic subshift. For
any ε > 0, there existN, n ∈ N such thatN ≥ exp(n(h(f) − ε)) and
fn : XΦ → XΦ has an embedded fullN -shift; namely,{µi1µi2 ... : ij ∈
{1, ..., N}, j ∈ N} ⊂ XΦ for some pairwise different blocks{µi}N

i=1 of
lengthn.
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Proof. It suffices to argue in the primitive case since the full entropy must
be carried on one of the mixing pieces(XΦ)(∞)

j provided by Theorem 6.1.
Assume then thatγ, c = |γ|, is a (synchronizing) block as in the beginning
of proof of Theorem 7.1. From the definition of topological entropy (via
separated sets, see [5]) conclude that, for arbitrarily largen0 ∈ cN, there
areN ≥ exp(n0(h(f)− ε/2)) different blocksσ1, ..., σN of lengthn0 with
Φσi 6= 0, i = 1, ..., N . Setl = 2dc + c. As before we can get blocksµi of
the formµi := αiσiβiγ

di , di ∈ N, such thatV0Φµi = V0 and|µi| are all
equal ton := n0 + l. These blocks can be freely concatenated: ifx ∈ AV
is concatenated from elements of the set{µi}i∈N, thenV0Φx 6= 0 so that
x ∈ XΦ. Sincel is independent ofn0, we haveN ≥ exp(n(h(f) − ε))
providedn0 is large enough.2

We append the proof of Fact 7.1 for completeness.

Proof of Fact 7.1.The blocks occurring inX(c) correspond to the blocks of
X with length divisible byc. Thus specification forX(c) means that there
is l0 ∈ N such that ifσ1 andσ2 with c dividing |σi|, i = 1, 2 occur inX
andl ≥ l0, thenσ1ησ2 occurs inX for someη with |η| = lc.

Suppose thatn ≥ l0c andµ1 andµ2 occur inX. Write n = lc + r with
l ≥ 0 and0 ≤ r < c. There are blocksε1, ε2, andδ with |δ| = r, such that
σ1 := ε1µ1δ andσ2 := µ2ε2 occur inX andc divides|σi|, i = 1, 2. (To
find ε1, usef(X) = X — which follows from transitivity.)

Now, σ1ησ2 = ε1µ1δηµ2ε2 occurs inX for someη with |η| = lc by
specification forX(c). Thusµ1γµ2 occurs inX, for γ = δη and|γ| = n. 2

8 Primitivity from mixing, and irreducibility from transitivity

A primitive cocyclic subshift is mixing by Theorem 7.1. We set out to show
the opposite implication, which complements the already proven fact that a
transitive cocyclic subshift is irreducible (Corollary 5.1). In fact, we shall
see that, under suitable assumptions on a cocycle, transitivity and mixing of
a cocyclic subshift force, correspondingly, irreducibility and primitivity of
the cocycle.

It is instrumental to consider together with a cocycleΦ ∈ End(V )m its
exterior powersΦ∧r = (Φ∧r

i )m
i=1 ∈ End(V ∧r)m, whereV ∧r is the linear

space of antisymmetric tensors of degreer onV andΦ∧r
i is the map induced

on tensors byΦi, i = 1, ..., m. Since, forA ∈ End(V ), rank(A) ≥ r iff
rank(A∧r) ≥ 1, XΦ stratifies into

XΦ∧r = {x ∈ XΦ : rank(Φ[x]n) ≥ r, for all n ∈ N},

r = 1, . . . ,dim(V ).
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In particular, ifr0 is the minimal rank of Φ, by definition equal to

r0 = min rank(Φ) := min{rank(Φσ) : Φσ 6= 0},

then

XΦ = XΦ∧r0

and the minimal rank ofΦ∧r0 equals1.

Proposition 8.1 (rank reduction)If X is a cocyclic subshift, thenX = XΨ

for someΨ of minimal rank 1. Moreover, ifX is irreducible, then suchΨ
exists that is irreducible.

Proof. The first assertion follows by passing to therth
0 exterior power, as

explained above. For the moreover part, we may already assume then that
X = XΦ for Φ with minimal rank1. By Theorem 4.1,XΦ is topologically
transitive. In the Wedderburn-Artin decomposition ofXΦ given by Theorem
5.1, XΦ is equal then to some (every) basic set(XΦ)i (c.f. the proof of
Corollary 5.1). Since, rankVi(Ri(A)) ≤ rankV (A) for anyA ∈ EΦ (by (6)
in Sect. 5), the minimal rank ofRi(Φ) does not exceed that ofΦ — so it
equals 1, andΨ = Ri(Φ) is the desired cocycle.2

Here is one advantage of reducing the minimal rank to one:

Theorem 8.1 If Φ ∈ End(V )m is such thatEΦ has no radical, i.eJ(EΦ) =
{0}, andΦ has minimal rank 1, then
(i) if XΦ is transitive, thenΦ is irreducible;
(ii) if XΦ is mixing, thenΦ is primitive.

We should note thatJ(EΦ) = {0} for any irreducibleΦ. In fact,J(EΦ) =
{0} means thatEΦ is semisimple so thatΦ is a direct sum of irreducible
cocycles.

Corollary 8.1 (primitivity) A non-empty mixing cocyclic subshift is prim-
itive.

Proof of Corollary 8.1.If X is a mixing cocyclic subshift, then it is tran-
sitive and so it is irreducible by Corollary 5.1. The cocycleΨ provided by
Proposition 8.1 satisfies then the hypothesis of Theorem 8.1 and soΨ is the
desired primitive cocycle withX = XΨ . 2

Since mixing is preserved under taking roots, Proposition 3.1 and Corol-
lary 8.1 yield the following corollary, which shows that ultimately theX0
in Theorem 6.1 is primitive (c.f. Remark 6.1).

Corollary 8.2 If X is a subshift and its powerX(l) is a primitive cocyclic
subshift for somel ∈ N, thenX is also a primitive cocyclic subshift.
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Proof of Theorem 8.1.
(i): As in the proof of Corollary 5.1 or Proposition 8.1,XΦ coincides with
its every irreducible component,XΦ = (XΦ)i, i = 1, . . . , rΦ. Since the
inequality (6) in Sect. 5 implies that

rΦ∑
i=1

min rank(Ri(Φ)) ≤ min rank(Φ),

we must haverΦ = 1, which means thatEΦ = EΦ/J(EΦ) = End(Vi) for
i = 1 = rΦ, i.e.Φ is irreducible.
(ii): First note that ifXΦ is mixing then it is topologically transitive under any
power off , which makesXΦ equal toX0 in the aperiodic decomposition
given by Theorem 6.1. ThusXΦ has a primitive power, and soXΦ has
specification by Theorem 7.1 and Fact 7.1.

By the already proven (i),Φ is irreducible. We have to show thatΦ is
primitive, i.e. thatE(l)

Φ = End(V ) for all l ∈ N, which is equivalent to

vE(l)
Φ = V for any non-zerov ∈ V (c.f. the beginning of Sect. 4). Fix then

v ∈ V \ {0} and consider the subspaces

W (l) := lin{vΦσ : rank(Φσ) = 1, l divides|σ|} ⊂ vE(l)
Φ , l ∈ N.

We note thatW (l)’s are invariant,W (l)E(l)
Φ ⊂ W (l); and we claim that

W (l) = V , l ∈ N. For l = 1, EΦ = End(V ) from irreducibility, and
W (1) = V by the invariance becauseW (1) 6= {0}. For l > 1 we show
that W (l) = W (1). Fix a blockσ with rank(Φσ) = 1 and suppose that
u := vΦσ 6= 0. Specification supplies a blockη such thatΦσησ 6= 0 andl
divides|σησ|. HencevΦσησ = uΦησ = c · u for some non-zero scalarc,
which proves thatu ∈ W (l). By arbitrariness ofσ, W (l) = W (1) = V ; and
vE(l)

Φ = V follows. 2

9 Zeta function and the zero entropy case

Sections 5 and 6 give the following picture of a general cocyclic subshift.

Corollary 9.1 For Φ ∈ End(V )m, the non-transient set(XΦ)+ of the co-
cyclic subshiftXΦ is a union of at mostdim(V ) sets, each invariant under
some positive iterate of the shift map and conjugate to a primitive cocyclic
subshift.

The proof amounts to superimposing Theorem 6.1 onto Theorem 5.1:
by recognizing the simple components of the algebraEΦ, pass to a number
of irreducible cocycles, and then further split each of these into primitive
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cocycles according to the simple components of its tail algebra. The total
dimension of the representation spaces for all the cocycles involved in each
step does not exceedd = dim(V ) (c.f. (5) in Sect. 5) — thus the estimate.

A primitive cocyclic subshift satisfies specification (Theorem 7.1) and
so it has positive topological entropy unless it is just one point (Prop. 21.6
in [5]). This yields the following complement to Theorem 7.2.

Corollary 9.2 (zero entropy) A non-empty cocyclic subshiftXΦ has zero
topological entropy iff its primitive pieces are single points; that is when the
non-transient set consists of at mostdim(V ) periodic points.

Sharpness of the estimate is confirmed by a trivial example.

Example. TakeV with a basis(e1, ..., ed) and rank-oneΦi : V → V with
ei 7→ ei+1 (modd), i = 1, ..., d. Then Per(XΦ) is readily seen to be a single

periodic orbit of periodd. (Also EΦ = End(V ), while E(∞)
Φ ' Cd.)

In applying the Conley index methods to proving chaos ([15,20,18,3]),
the issue of recognizing whetherXΦ has positive entropy becomes particu-
larly important because then a power ofXΦ (by Theorem 7.2) factors onto
the full two-shift9, and so does the original dynamical system by the alge-
braic topology of the Conley index (see [3]). In view of our structure theory,
the problem is completely resolved through inspection of the semisimple
algebrasEΦ/J(EΦ) andE(∞)

Φ /J(E(∞)
Φ ).

Corollary 9.3 A cocyclic subshiftf : XΦ → XΦ is chaotic, i.e.f has
positive entropy andfk continuously factors for somek onto the full two-
shift iff XΦ has a primitive component that is not a point.

Proof. If all primitive components are points then we are in the situation of
Corollary 9.2 and the entropy is zero which precludes existence of the factor
map. If one of the primitive components is not a point then specification
implies positive entropy, and the factor map exists via Theorem 7.2.2

With some additional work, Corollary 9.3 leads to efficient numerical
algorithms. Without slowing down to discuss the details (relegated to the
appendix), we turn to a sufficient condition for chaos inXΦ readily verifiable
by inspectingΦ. The way leads through a certainzeta function, an approach
that we developed for the proof of a conjecture due to K. Mischaikow and
M. Mrozek. In our language, the conjecture reads:

9 i.e. a continuoush : XΦ → {1, 2}N exists such thath ◦ fk = f2 ◦ h for somek ∈ N,
wheref2 is the shift map on{1, 2}N
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For some power of a cocyclic subshiftXΦ to factor onto the full shift
{0, 1}N, it suffices that either of the two hypotheses below is satisfied

m∑
i=1

rank∞(Φi) > rank∞
(

m∑
i=1

Φi

)
,

m∑
i=1

rank∞(Φi) = rank∞
(

m∑
i=1

Φi

)
− 1,

whererank∞(A) := limn→∞ rank(An).

Based on a different approach, special cases were established by A.
Szymczak who, arguing under the first hypothesis only, required thatm = 2,
rank∞(Φ0) = 1, and rank∞(Φ0 + Φ1) = 0 ([20]). In a subsequent refine-
ment, M. Carbinatto allowed for rank∞(Φ0) > 1 (private communication).
Observe that, in view of Theorem 7.2, the conjecture addresses exactly the
problem of verifying positive topological entropy onXΦ.

With a periodic orbitP ⊂ Per(XΦ) associate a rational function

ζP (z) := det(I − zp(x)Φ[x]p(x)
)−1, z ∈ C,

wherex ∈ P andp(x) is the period (and recall that[x]p(x) = (x1, ..., xp(x))).
This is the restriction to the diagonal inCm

of a more natural10 function

ζP (z1, ..., zm) := det(I − z
p1(x)
1 · ... · zpm(x)

m Φ[x]p(x)
)−1, z1, ..., zm ∈ C,

wherex ∈ P andpi(x) is the number of timesi occurs in the block[x]p(x)
so thatp1(x)+ ...+pm(x) = p(x). Note that, the definitions do not depend
on x ∈ P becausedet(I − AB) = det(I − BA) for any matricesA, B.
Also, we include the exponent−1 to stress the analogy with the classical
zeta function — although working with polynomials, not their reciprocals,
is usually more convenient.

The arrangement of the periodic orbits inXΦ is to some extent governed
by an explicit function

ζΦ(z1, ..., zm) := det(I − z1Φ1 − ... − zmΦm)−1.

Theorem 9.1 (zeta function)For a cocyclic subshiftXΦ ⊂ {1, ..., m}N,

ζΦ(z1, ..., zm) =
∏

P⊂Per(XΦ)

ζP (z1, ..., zm) (7)

where the product is taken over all periodic orbitsP and converges abso-
lutely for (z1, ..., zm) in a neighborhood of the origin inCm

.

10 reflecting the fact that the projective action of the cocycle solely determines its supporting
subshift.



280 J. Kwapisz

Proof of Theorem 9.1.This is a version of the standard zeta function trick.
We carry out only the formal calculation leaving the convergence as a simple
exercise. Also, no generality is lost in assuming thatzi = 1. For anyA ∈
End(V ),

∞∑
k=1

trace(Ak)zk/k = − ln det(I − zA). (8)

Hence,

∞∑
n=1

∑
σ∈An

trace(Φσ1 ...Φσn)/n =
∞∑

n=1

trace((Φ1 + ... + Φm)n)/n,

which is ln(the left side of (7)). On the other hand, the above sum can be
calculated over periodic points to give

∑
x∈Per(XΦ)

∞∑
k=1

trace
(
Φk

[x]p(x)

)
/(kp(x))

=
∑

x∈Per(XΦ)

1
p(x)

∞∑
k=1

trace
(
Φk

[x]p(x)

)
/k,

which isln(the right side of (7)). 2

Proof of the conjecture.Observe that rank∞(A) is the degree ofdet(I−zA)
as a polynomial inz for anyA ∈ End(V ). Due to Theorem 7.2, it suffices to
prove non-vanishing of topological entropy onXΦ. Suppose the entropy is
zero. By Corollary 9.2, Per(XΦ) is finite and the reciprocals of both sides in
the formula(7) are polynomials inz = z1 = ... = zm. Each fixed pointx =
i∞, i = 1, ..., m, contributes to the product the characteristic polynomial
det(1 − zΦi), which implies that

∑
i rank∞(Φi) ≤ rank∞(Φ1 + ... + Φm)

and contradicts the first hypothesis. If the inequality above is strict, this is
due to somex ∈ Per(XΦ) with the periodp(x) > 1. The periodic orbit
P of x contributes a polynomial factorζ−1

P of degree at leastp(x). Thus
the discrepancy between the two sides must be at least two; the second
hypothesis is contradicted.2

10 Sofic and non-sofic cocyclic subshifts

As indicated in the introduction, cocyclic subshifts include sofic systems.
This can be seen in at least two ways: algebraic (Theorem 10.1) and graph
theoretic (Theorem 10.2). The main purpose of this section is to point out
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that the inclusion is proper and to give a concrete example of an interesting
cocyclic subshift.

Recall that asofic system, as introduced to ergodic theory by [21], is a
subshiftXG of the full shift onAN, A = {1, ..., m}, whereG is a finite
semigroup with a fixed set of generators{g1, ..., gm} and(xi)∞

i=1 ∈ XG iff
gx1 ....gxn 6= 0 for all n ∈ N. Sofic systems and their applications have a
considerable amount of literature devoted to them — consult [4,10,12] and
the references therein (see also Sect. 12).

Theorem 10.1 (i) Every sofic system is a cocyclic subshift.
(ii) There exists a cocyclic subshift that is not sofic.

A simple sufficient condition forXΦ to be sofic is positivity of the cocycle.

Theorem 10.2 If Φ = (Φi)i∈A whereΦi’s are represented by matrices with
non-negative entries, thenXΦ is a sofic system. Any sofic system arises in
this way.

We will prove Theorem 10.1 now and Theorem 10.2 in the next section.

Proof of Theorem 10.1, part (i).This amounts to the standard task of rep-
resentingG by linear transformations. Append the unity toG if necessary
to get a semigroup with unitỹG. Take for the linear spaceV the semigroup
algebra ofG̃, V :=

⊕
g∈G̃ C, and associate to eachi ∈ A the linear transfor-

mationΦi induced onV by the right multiplication bygi. If Φ = (Φi)i∈A,
thenΦ(x1,...,xn) = 0 iff gx1 ...gxn = 0 — as a resultXΦ = XG . 2

For a proof of (ii) consider the following example.

Example (of a cocyclic subshift that is not sofic).
Take two copiesV1 andV2 of R2 and linear mapsΦij : Vi → Vj given by
the matrices (acting on the right)

Φ11 =
(

2 0
0 1

)
Φ12 =

(
1 1

−1 −1

)
Φ21 =

(
1 0
0 1

)
Φ22 =

(
1 3
0 1

)
.

Let V := V1 ⊕ V2. SetΦ1 : v1 ⊕ v2 7→ v1Φ11 ⊕ v1Φ12 andΦ2 : v1 ⊕ v2 7→
v2Φ21 ⊕ v2Φ22. TakeΦ := (Φ1, Φ2). By definition,(x1, x2, ...) ∈ XΦ iff
Φx1 ...Φxn : V → V is not vanishing for alln ∈ N. Observe that this is
equivalent toΦx1x2 ...Φxn−1xn : Vx1 → Vxn being nonzero for alln ∈ N,
which is why the block representation ofΦ1 andΦ2 is so convenient, and
why we can abuse notation by writingΦx1...xn for Φx1x2 ...Φxn−1xn .

To determine the sequences of1’s and2’s formingXΦ, we will look then
at the projective action inVi, i = 1, 2. The diagram on Fig. 1 conveniently
encodes all the relevant data (c.f. Sect. 12).

Note that all theΦij ’s are nondegenerate matrices with the exception of
Φ12, which has the lineW of slopes = 1, W := {(x, y) ∈ R2 : x = y},
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Fig. 1 Graph with propagation of a nonsofic cocyclic subshift. A path in the graph determines
a sequence of 1’s and 2’s, which is inXΦ iff the corresponding product of matrices over the
edges is non-zero (equivalently,s does not get mapped to∗).

for both its kernel and its image. The action ofΦ11 andΦ22 on the slope
s := y/x is given byφ11(s) = s/2 andφ22(s) = s + 3 respectively. For
Φ2n1m , it is φ2n1m(s) = (s+3(n−1))/2(m−1), m, n ∈ N. Hence, we have
Φ12n1m2 = 0, if

1 + 3(n − 1) = 2m−1, (9)

and otherwiseφ12n1m2(s) = 1 for all slopess. It follows that, forα =
2n11m12n21m2 ... , Φα does not vanish iff1 + 3(ni − 1) 6= 2mi−1, i =
2, 3, 4... . Note that no restrictions are put onn1 andm1, as the slope did not
stabilize tos = 1 at the outset. Accounting for the sequences terminating
with 1∞ or 2∞ and those starting with1 leads to the following formula for
XΦ:

XΦ = {2n11m12n21m2 ... : m1, n1 ∈ N ∪ {0,∞}, and

mi, ni ∈ N ∪ {∞}, with

1 + 3(ni − 1) 6= 2mi−1 for i = 2, 3, 4, ...}.

As a side remark, let us indicate thatXΦ is primitive. A simple calculation
with Mathematicaconfirmed that the linear span of{Φσ : |σ| = 4} is the
whole End(V ); in particular, it contains the identity so that End(V ) =
E(4)

Φ = Idl/4−1E(4)
Φ ⊂ E(l)

Φ for all l ∈ 4N. Hence,EΦ = E(∞)
Φ = End(V ).

Proof of Theorem 10.1, (ii).For a blockσ, the set ofω for whichσω occurs
in somex ∈ XΦ is calledthe follower set of σ. To see thatXΦ (from
the example) is not a sofic system, it is enough to establish that there are
infinitely many different follower sets (see [21] or page 252 in [5]). To this
end, let(mk, nk) for k ∈ N be different solutions to (9), saymk := 2k + 1
andnk := (22k + 2)/3. The block1ml2∞ is a follower of12nk iff k 6= l.
Thus the follower sets of12n1 , 12n2 , ... are different from each other.2
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11 Factors of cocyclic subshifts and beyond

We turn our attention briefly to factor subshifts of cocyclic subshifts and
show that they do not exhaust the whole class of subshifts with specification.
(In particular, a subshifts with specification need not be cocyclic.)

Recall that, given a cocyclic subshiftXΦ ⊂ ÃN, a maph : XΦ → AN

is afactor map if it is continuous andh ◦ f̃ = f ◦h with f̃ equal to the shift
on ÃN. The subshiftY := h(XΦ) is referred to asthe factor of XΦ (via
h). For example, if one identifies symbols via a surjective mapλ : Ã → A,
thenh : (xi) 7→ (λ(xi)) is a factor map. Actually, as observed already by
Hedlund (see [5]), any factor maph has this form provided one is willing to
replaceX with its (conjugate)r-block presentationXΦ

[r] for somer ∈ N
(see Sect. 3 for definitions).

For convenient algebraization of factors of cocyclic subshifts, we aban-
don End(V ) in favor of a new larger semigroup made of all linear subspaces
in End(V ).

Definition 11.1 For a linear spaceV , the semigroup of linear subspaces of
End(V ), which we also callthe subspace semigroup11 of End(V), is

End(V ) := {W ⊂ End(V ) : W is a linear subspace}
with the product ofW andW̃ ∈ End(V ) defined as

W · W̃ := lin{AÃ : A ∈ W, Ã ∈ W̃}.

It is easy to see thatEnd(V ) is indeed a semigroup with the zero subspace
{0} serving as the zero element denoted by0. Thus givenV ∈ End(V )m

we have the corresponding cocycle and the supporting subshift is

XV := {x ∈ AN : Vx1 · ... · Vxn 6= 0, ∀n ∈ N} ⊂ AN.

Proposition 11.1 (factor) A subshiftY ⊂ AN is a factor of a cocyclic
subshift iff there is a finite dimensional linear spaceV andV ∈ End(V )m

such thatY = XV .

Proof.Suppose thatX = XΦ ⊂ ÃN, Φ ∈ End(V )m̃, is a cocyclic subshift
andY = h(X) ⊂ AN is its factor viah. We may assume thath is given by
a symbol identificationλ : Ã → A since we can always replaceX with its
r-block presentation for somer ∈ N, which is also cocyclic by Theorem
3.1. SettingVj := lin{Φi : i ∈ λ−1(j)}, j ∈ A, easily yieldsY = XV .

For the opposite implication, givenV ∈ End(V )m, select a basis in each
Vj , so thatVj = lin{Φi : i ∈ Ij} whereΦi ∈ End(V ) andIj ’s are disjoint
index sets,j = 1, . . . , m. ThenXV is a factor of a cocyclic subshiftXΦ

with Φ = (Φi)i∈⋃
jIj

. 2

11 This name has been coined in [16].
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Proposition 11.1 reveals little. Confronted with the exoticEnd(V ), we
are left eluded by the obvious problem:

Question 1:Are factors of cocyclic subshifts cocyclic?

From an algebraic standpoint, one may rather ask a weaker question.

Question 2: Can any finitely generated sub-semigroupG ⊂ End(V ) be
realized as a matrix semigroup? Precisely, is there a finite-dimensional linear
spaceV ′ and a homomorphismφ : G → End(V ′) such thatφ−1(0) = 0?

Such representationφ does not exist forG = End(V ) as pointed out in
[16] — a worksparked by our inquiry about the nature ofEnd(V ). Question
1 aside, the theory of cocyclic subshifts sheds some light on their factors.
We mention only one such easy corollary without proof.

Corollary 11.1 Suppose thatY is a factor of a cocyclic subshift.
(i) If Y is topologically transitive, thenY is intrinsically ergodic.
(ii) If Y is mixing, thenY has specification.

To exhibit examples of subshifts that are not cocyclic, one can use the
following result in the spirit ofthe pumping lemma, see [12].

Theorem 11.1 (pumping)If a subshiftX is a factor of a cocyclic subshift,
then there existsn0 ∈ N such that, for any finite blocksα, σ, and an infinite
blockβ, sup{n ∈ N : ασnβ ∈ X} is either infinite or less thann0.

The context free shift over the alphabet {0, 1, 2} is defined by disal-
lowing the blocks01m2n0 wherem 6= n ∈ N. This is a standard example
of a subshift that is not sofic but has specification (see [12]).

Corollary 11.2 (non-cocyclic specification)The context free shift is not a
factor of a cocyclic subshift.

Proof of Corollary 11.2.Otherwise taken0 as in Theorem 11.1 and fix
m > n0. The sequence01n2m0∞ is disallowed for alln > m so, by
Theorem 11.1, it is disallowed for alln > n0 and thus forn = m — a
contradiction.2

Theorem 11.1 depends on the following fact.
Fact 11.1 Suppose thatV ∈ End(V ). If n ≥ n0 := dim(V )2, thenVn ⊂
lin{Vk : k ≥ n1} for anyn1 ∈ N.
Proof. In End(V ) we have a descending sequence of linear spacesMn :=
lin
⋃{Vk : k ≥ n} ∈ End(V ), n ∈ N. There is thenn∗ ≤ dim(End(V ))

= dim(V )2 such thatMn∗ = Mn∗+1. SinceMn+1 = Mn · V, n ∈ N,
we haveMn∗+k = Mn∗Vk = Mn∗ for all k ∈ N, and the fact follows.2

Proof of Theorem 11.1.By Proposition 11.1,X = XV for someV ∈
End(V )m. Considerthe kernel of Vβ, that is Kβ := {A ∈ End(V ) :
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AV[β]n = 0, ∃n ∈ N}, (whereAV[β]n := {AW : W ∈ V[β]n}). Clearly,
ασnβ 6∈ X if and only if VαVn

σ ⊂ Kβ. If the supremum in the theorem is
finite and equal ton1 then the inclusion holds for alln > n1, and Fact 11.1
(with V = Vσ) guarantees the inclusion for alln ≥ n0 := dim(V )2. Thus
n1 < n0. 2

We see from the proof that, ifX is presented inEnd(V ), then one can take
n0 = dim(V )2 in Theorem 11.1. IfX is cocyclic, alreadyn0 = dim(V )
suffices by the following remark.

Remark 11.1In the cocyclic case, i.e. ifV = lin(L) for someL ∈ End(V ),
the assertion of Fact 11.1 holds forn0 = dim(V ), i.e.Ln ∈ lin{Lk : k ≥
n1} for n ≥ n0 and anyn1 ∈ N.

Proof. It suffices to considern1 > n ≥ dim(V ). SetṼ := im∞(L) :=⋂
k∈N im(Lk). From the Jordan theorem, forn ≥ dim(V ), rank(Ln) =

rank∞(L) := limk→∞ rank(Lk), andL̃ := L|im∞
(L) is a self isomorphism

of Ṽ . In order thatLn ∈ lin{Lk : k ≥ n1}, it is enough that̃Ln ∈ W̃ :=
lin{L̃k : k ≥ n1} ⊂ End(Ṽ ) because all mapsLk for k ≥ n0 agree with
L̃n precomposed with the projection alongker∞(L) :=

⋃
k∈N ker(Lk)

ontoṼ . Clearly,W̃ L̃ ⊂ W̃ (mind that the endomorphisms act on the right).
However, sincẽL is an isomorphism,̃WL̃ = W̃ , andW̃ = W̃ L̃−1. Thus
L̃n = L̃nL̃n1−nL̃−(n1−n) ∈ W̃ . 2

12 Graphs with propagation

Another way to cast cocyclic subshifts and their factors is by generalizing
the graph theoretic description of sofic systems. We value this approach as
it makes working with concrete examples so much more pleasurable.

Think of the elements of the alphabetA = {1, ..., m} as encoding colors.
SupposeG is a directed graph with colored edges:V is the set of vertices,
E is the set of edges, and the colors are assigned to the edges byl : E → A.
A sequence of edges(ei) is a path inG iff e+

i = e−
i+1, wheree− ande+

stand for the head and the tail of the edgee, respectively. Each finite path
a = (e1, ..., en) determines a blockσ = (l(e1), ..., l(en)); we say thatσ is
the coloring of a. Thesofic system of the labeled directed graphG is the
subshift defined by allowing only the blocks that are colorings of some path,
that isXG := {(l(ei))i∈N : (ei)i∈N a path inG} ⊂ AN. All sofic systems
arise in this way and this characterization was introduced in [7].

For an analogous description of cocyclic subshifts, one needs multi-
plicative matrix weights along the edges ofG. More precisely, by acolored
graph G with propagation Γ we understand a colored directed graphG
(as above) that has each vertexv ∈ V equipped with a linear spaceVv and
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each edgee ∈ E equipped with a linear transformationΓe : Ve− → Ve+ ;
Γ = (Γe)e∈E. Denote the pair(G,Γ ) by P. For a patha = (e1, ..., en),
write Γa := Γe1 ...Γen and say thata propagates iff Γa 6= 0. By definition, a
finite block of colorsσ = (σ1, ..., σn) is allowed iff it is a coloring of some
propagating patha; an infinite block is allowed if its every finite sub-block
is allowed.

We claim that the set of all infinite allowed blocks,XP := {(l(ei))i∈N :
(ei)i∈N allowed path inP}, is a factor of a cocyclic subshift. To see that,
setV =

⊕
v∈V Vv. Let Pv : V → Vv andJv : Vv → V be the canonical

projection and injection, respectively; and putΨe := Pe−ΓeJe+ for each
edgee (where as usual we compose linear maps on the right). The cocyclic
subshiftXΨ ⊂ EN for Ψ := (Ψe)e∈E factors ontoXP under the symbol
identification given by the coloringl of G. In fact, every factor of a cocyclic
subshift can be obtained asXP for someP.

It is an open problem (see Question 1 in Sect. 11) whenXP is actually
cocyclic. We mention only a simple sufficient condition. A colored graph
G is right (left) resolving, if no two edges with tails (heads) at the same
vertex have the same color, i.e. ife− = ẽ− andl(e) = l(ẽ) thene = ẽ for
anye, ẽ ∈ E(G). A colored graph with propagationP = (G,Γ ) is right
(left) resolving iff G is right (left) resolving. The right and left resolving are
dual notions, where the dualP∗ of P is obtained by inverting all edges and
replacingΓe’s with their adjointsΓ ∗

e ’s. (Note that reading an allowed block
of P∗ in the reverse order gives an allowed block ofP, and vice versa.)

Proposition 12.1 If P = (G,Γ ) is right (left) resolving, thenXP is a
cocyclic subshift.

Proof. SetV :=
⊕

v∈V Vv. To define a cocycleΦ ∈ End(V )m, setxΦi =∑
e∈E: e−=v xΓe for v ∈ V andx ∈ Vv (naturally embedded inV ), i =

1, . . . , m. In the right resolving case,XP = XΦ follows from the fact
that xΦi = xΓe wheree is the (only) vertex coloredi with e− = v, or
xΦi = 0 if such an edge does not exist. In the left resolving case, that
XP = XΦ is best seen via duality: the adjoint operator toΦi is given by
x∗Φ∗

i =
∑

e∈E: e+=v x∗Γ ∗
e for anyx∗ ∈ V ∗

v . By left resolving, the sum has
at most one non-zero term, and one can argue as in the right resolving case.
2

We should stress that any cocyclic subshiftXΦ ⊂ AN arises trivially
from a graph with only one vertex and a loop for eachΦi, i ∈ A. Never-
theless, by choosing a more complicated graph one can gain better insight
into the structure of the subshift. The diagram in Sect. 10 may serve as an
example. Also, note that the sofic systemXG may be cast as a cocyclic
subshift by associating with each vertex ofG a copy ofR and with ev-
ery edge the identityR → R. However, even for an irreducible aperiodic
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topological Markov chain, the resulting cocyclic subshift may fail to be ir-
reducible. As an example one can take the Markov chain associated with
the edge graph of the full graph over two vertices — the edges, all with
different colors, are:(1, 1), (1, 2), (2, 3), (2, 4), (3, 3), (3, 4), (4, 1), (4, 2).
The subshift is conjugate to the full two-shift, butEΦ 6= End(V ). In fact,
a straightforward calculation (with the aid of Mathematica) confirmed that
EΦ is of co-dimension 8 in End(V ).

Finally, we turn to the proof of Theorem 10.2.

Proof of Theorem 10.2.First we show thatXΦ is a sofic system for positiveΦ
by producing a colored graphG for whichXΦ = XG. LetΦi be represented
by a matrix(a(i)

kl )d
k,l=1 with non-negative entries. Take{1, ..., d} for vertices.

For eachpositivea
(i)
kl , k, l = 1, ..., d, i ∈ A, span an edge of colori from

k to l with the weightAi = a
(i)
kl over it. The positivity of weights over

all edges guarantees that ifσ is a coloring of a path thenσ is allowed and
Φσ 6= 0. Since the opposite implication always holds, it follows that indeed
XΦ = XG.

For the second assertion of the theorem, invert the above construction
to obtain from a colored graph (with weights defaulted to1) a suitable
positive cocycle. For a fixed colori, the corresponding matrixΦi is just the
incidence matrix of the graph obtained fromG by removing all the edges
of color different thani. 2

A Implementing chaos detection

Section 9 spells out sharp criteria for chaos inXΦ but ignores the issues
of numerical implementation. Short of writing the actual code, we sketch
here possible algorithms based on the dichotomy:XΦ is either chaotic with
positive entropy and has the full two-shift as a factor (of some power), or
XΦ has a zero entropy with all non-transient dynamics limited to at most
d := dim(V ) periodic orbits. The proposed algorithms can be integrated
with Szymczak’s Conley index methods for efficient chaos detection in the
spirit of [3].

To start with the simplest case of irreducibleΦ ∈ End(V )m, whether
XΦ is chaotic can be decided simply by testing ifXΦ is a single periodic
orbit of periodp ≤ d := dim(V ). Roughly, one can do the following:
Recursively construct setsBk := {σ : σ allowed and|σ| = k} starting
with k = 1. If #Bk > d for somek, thenXΦ is chaotic — stop; otherwise,
continue to getBd. Now, setp := #Bd (the potential period), and see if all
initial p-segments of blocks inBd coincide up to a cyclic permutation. If it
is not so, thenXΦ is chaotic; otherwise,XΦ has zero entropy (and we have
found the only periodic orbit that constitutesXΦ).
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The case of a generalΦ ∈ End(V )m, in principle, reduces to irreducible
cases via the spectral decomposition. Yet this involves solving for eigenvec-
tors ofd × d matrices, which seldom can be done exactly — so we follow
a more direct path.

To fix notation, for a blockσ, let us callp ∈ N aperiod of σ iff, for some
blockα with |α| = p, σ is an initial sub-block ofα∞, i.eσ = (α∞

1 , ..., α∞
|σ|).

For the minimal such period we writep(σ). Clearly,p(σ) ≤ |σ|; and note
the usual uniqueness property ofp(σ) : if σ = αl with |α| = p(σ) and
σ = βk, thenβ = αm for somem.

Theorem A.1 (chaos detection)For Φ ∈ End(V )m, d := dim(V ), XΦ

has zero entropy iff any non-transient allowed blockσ of lengthd2 + 1 has
minimal periodp(σ) ≤ d. Moreover, then there are at mostd such blocks.

Recall from Sect. 5 thatσ is called non-transient iffΦσ 6∈ J whereJ
is the Jacobson radical of End(V ). This, in fact, can be decided without
determiningJ and at a modest cost ofd multiplications in the subspace
semigroupEnd(V ) (c.f. Definition 11.1):
Fact A.1 A blockσ is non-transient iffWd 6= 0 for W := ΦσEΦ ∈ End(V ).
Before we give proofs, let us note that Theorem A.1 (coupled with Fact A.1)
can be implemented as a finite calculation:
Compute recursivelyBk := {σ : σ allowed and non-transient,|σ| = k}
starting withk = 1; weed out transient blocks at each stage via Fact A.1.
If #Bk > d for somek, thenXΦ is chaotic — stop; otherwise, continue to
getBd2+1. Finally, check whetherp(σ) ≤ d for eachσ ∈ Bd2+1. If yes,XΦ

has zero entropy; if not,XΦ is chaotic.
The algorithm would require a polynomial (ind) number of matrix multi-

plications; however, exact arithmetic of evaluatingΦσ may bare exponential
cost even for integer cocycles. That the algorithm is correct we again leave
to the reader.

Proof of Fact A.1.If σ is transient, i.e.Φσ ∈ J , thenW ⊂ JEΦ ⊂ J so
thatWd ⊂ Jd = 0. On the other hand, ifσ is non-transient thenΦσ has a
non-zero irreducible componentRi(Φσ) in the Wedderburn-Artin spectral
decomposition (Theorem 5.1) andσ can be extended tox ∈ (XΦ)i via
Lemma 4.1, so thatσ = [x]n for n := |σ|. By approximatingx with a
periodic point (Theorem 5.1), we get(σα)∞ ∈ XΦ for someα. Hence,
(ΦσΦα)d 6= 0, and soWd 6= 0. 2

Lemma A.1 For d ∈ N andx ∈ AN, if every sub-blockσ of x with length
|σ| = d2 +1 has its periodp(σ) ≤ d, thenx is periodic (with periodp ≤ d).

Proof of Lemma A.1.Setσn := (xn, ..., xn+d2) andpn := p(σn). Let αn,
|αn| = p(σn), be such thatσn is the initial segment ofα∞

n . It suffices to see
that, forn ∈ N, pn+1 = pn and thatαn+1 = αn, whereαn is the cyclic
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shift of αn by one place to the left. The blockµ := (xn+1, ..., xn+pnpn+1)
is a sub-block of bothσn and σn+1 becausepn, pn+1 ≤ d. Thus µ =
αn

pn+1 = αpn
n+1, and the uniqueness property of the minimal period implies

thatpn+1 = pn and thatαn+1 = αn. 2

Proof of Theorem A.1.If XΦ has zero entropy, then by Corollary 9.2 the
non-transient set(XΦ)+ of XΦ consists of at mostd periodic points. The
assertion on non-transient blocks follows as they can occur as sub-blocks of
non-transient points.

In the other direction, if every non-transient blockσ of lengthd2 + 1
hasp(σ) ≤ d, then every non-transient point must be periodic of period
not exceedingd by Lemma A.1. Hence,(XΦ)+ is finite and thus carries no
entropy.2
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