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ABSTRACT

To determine the existence of a regular homotopy between two immersions, f, g : M →
N , is equivalent to showing that they lie in the same path component of the space Imm(M,N).
We identify the connected components, π0Imm(Wg,M), of the space of immersions from a
closed, orientable, genus-g surface Wg into a parallelizable manifold M . We also identify
the higher homotopy groups of Imm(Wg,M) in terms of the homotopy groups of M and
the Stiefel space V2(n). We then use this work to characterize immersions from tori into
hyperbolic manifolds as self covers of a tubular neighborhood of a closed geodesic up to
regular homotopy. Finally, we identify the homotopy-type of the space of framed immersions
from the torus to itself.
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INTRODUCTION

In this dissertation we consider immersions of orientable surfaces. An immersion is a

map between manifolds that locally is an embedding, and can be thought of as a way to

place one manifold inside of another. An interesting problem is how many topologically

different ways there are to immerse one manifold into another. That is, we would like to

not distinguish immersions which differ by a homotopy, or movie, of other immersions. Such

a homotopy is a path in the space of all immersions. So to determine the topologically

distinct immersions from M into N we consider the path components of the entire space of

immersions Imm(M,N).

The theory of immersions has a rich history. One of the first major results was the

Whitney-Graustein Theorem [26] which classified immersions of the circle S1 into the plane.

This result can be stated as π0Imm(S1,R2) ∼= Z, where Imm(S1,R2) is the space of all

immersions of S1 into R2. Given two immersions γ1, γ2 : S1 → R2 there is a homotopy

through immersions from γ1 to γ2, called a regular isotopy, if and only if both γ1 and γ2

have the same turning number. Here the turning number is defined to be the degree of the

tangential Gauss map for an immersed path. So the possible turning numbers, Z, classify

immersions of S1 into R2 up to regular homotopy.

In his Thesis [23], Smale generalized this result to the case of immersions of S1 into an

arbitrary manifold. Later, Smale then classified immersions of spheres of arbitrary dimension,

Sn, into Euclidean spaces Rm [24]. A special case of this work was that π0Imm(S2,R3
) consists

of a single point, or that all immersions of the 2-sphere into 3-dimensional Euclidean space

are regularly homotopic. This proved the existence of sphere eversions, the act of turning

a sphere inside out, for S2 ⊂ R3 which was previously not thought to be possible. Later,
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various people gave different algorithms and descriptions for how to accomplish such an

eversion.

In the 1960’s, Charles Pugh created various halfway models of a sphere eversion out of

chicken wire. These models were later stolen from UC Berkeley, perhaps to rebuild a chicken

coop. In 1978, French mathematician Bernard Morin and French Engineer Jean-Pierre Petit

gave an incredibly clear description of the steps for an eversion of the sphere, including all of

the self-intersecting curves [3]. The eversion Morin and Petit developed only had 14 singular

stages, and performing this eversion twice results in a loop in π1Imm(S2,R3), which generates

the entire group.

In [11] Hirsch extended Smale’s results using techniques from bundle theory. Essentially,

he gave a bijection between regular homotopy classes of an immersion f : Mk → Nn>k and

equivariant maps f∗ : Vk(M)→ VkN , where Vk(M) is the space of k−frames of M. He then

was able to classify immersions of an arbitrary manifold into Euclidean space.

The work of Hirsch and Smale in 1959 can be phrased as what is now referred to as the

Hirsch-Smale Theorem:

Theorem 1.0.1 (Hirsch-Smale). If M and N are smooth manifolds with M compact and

dim(M) < dim(N) then the map

Imm(M,N)→ Immf(M,N); f 7→ Df

is a weak homotopy equivalence.

Here Imm(M,N) is the space of immersions from M to N and Immf(M,N) is the space

of formal immersions of M to N defined to be the space of bundle injections between

tangent bundles TM and TN . At first this theorem might seem unnecessary or unhelpful

as Immf(M,N) is “larger” than Imm(M,N), in the sense that not all bundle injections

arise as the differential of an immersion. However, the utility of this theorem is that from
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the perspective of homotopy theory Immf(M,N) can be analyzed much more easily than

Imm(M,N). We explain this more thoroughly in Chapter 2.

In Chapter 3 we apply the Hirsch-Smale Theorem and some classic results from bundle

theory to compute the homotopy groups of Imm(Wg,M) for a path-connected orientable

surface Wg of genus g and a parallelizable manifold M . Our motivation for this problem was

initially just to identify π0Imm(T2,R4), and then try to apply this to compute invariants

of knotted tori in 4-space. Along the way, we discovered that our arguments could

be generalized to immersions of orientable surfaces of arbitrary genus into parallelizable

manifolds. Even, better we found a straightforward way to identify all of the higher homotopy

groups of Imm(Wg,M). This is recorded in Theorem W which shows the existence of the

following isomorphisms for k ≥ 1:

πkImm(Wg,M) ∼= πkM × (πk+1M)2g × πk+2M × πkV2(n)× (πk+1V2(n))2g × πk+2V2(n) ,

and a similar bijection for the connected components. In [18], the author studies immersions

from general compact surfaces into R3 and gives conditions for which two immersions

are regularly homotopic, this characterization is compatible with our identification of the

connected components in Theorem W.

We find it unlikely that π0Imm(Wg,R4) will distinguish knotted surfaces. Indeed, in

the case for genus zero, Smale in [24] showed that there is only one immersion S2 ↪→ R4

represented by an embedding, i.e. all knotted 2-spheres in R4 are regularly isotopic. However,

an application of our work is that we are able to characterize immersions of 2-tori into

hyperbolic manifolds as self covers onto a tubular neighborhood of some closed geodesic. We

discuss this in greater detail at the end of Chapter 3 .

Next, in Chapter 4 we turn our attention to a separate problem regarding immersions.

Namely, we study immersions from the torus to itself which preserve, up to homotopy, a
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standard framing or vector field. Specifically we identify the group of framed diffeomorphisms

and the monoid of framed local-diffeomorphisms of a framed torus.

A framing is a trivialization of the tangent bundle. One way of thinking about a framing

is that of an everywhere non-vanishing vector field on T2. Given a framing ϕ on the torus, we

may apply an immersion f to the torus and Df composed with ϕ will supply a new framing.

We care about those immersions for which this new framing is homotopy equivalent to the

standard framing, in particular we would like to determine the homotopy type of the space

of framed immersions of the torus.

Restricting the monoid of framed immersions to its maximal subgroup results in the

group of framed diffeomorphisms. This group encodes the symmetries of a tangentially

straightened torus, and it forms a group by composing such symmetries. The collection of

3-strand braids also forms a group by stacking one braid on top of the other. Remarkably

there is a sense in which the group of framed diffeomorphisms is equivalent to the braid

group on 3 strands, Braid3.

The main result of Chapter 4 is Theorem X, which identifies a homotopy equivalence

between the continuous group of framed diffeomorphisms of the torus and the semidirect

product T2oBraid3. Theorem X also gives a canonical identification between the continuous

monoid of framed immersions of the torus, Immfr(T2), and the semidirect product T2o Ẽ+
2 (Z)

where Ẽ+
2 (Z) is a monoid with maximal subgroup Braid3 .

Before proving these results, Chapter 2 will introduce much of the necessary background

and language which we use in the following chapters.
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BACKGROUND

Topology Primer

We record some basic definitions and notions in topology that will be relevant for this

dissertation. For additional discussion on any of these topics the reader could consult a text

such as [9] or [14]. Whenever we refer to an object as a space we mean a topological space.

Whenever we refer to a map between two spaces we mean a continuous map. We start by

defining a smooth manifold, one of the fundamental objects we will be working with.

Definition 2.0.2. A n−dimensional smooth manifold is a second countable Hausdorff space

Mn, with a collection of charts {M ⊃
open

Uα
φα−−−→

homeo
U ⊂

open
Rn} such that

1. Every point p ∈M is in the domain of some chart.

2. For two charts φα : U → U ′ ⊂ Rn and φβ : V → V ′ ⊂ Rn, the change of coordinates

φαφ
−1
β : φβ(U ∩ V )→ φα(U ∩ V ) is C∞.

3. The collection of charts is maximal with respect to the above properties.

Unless otherwise specified, the term “manifold” will refer to a smooth manifold. For a

manifold M we will denote its tangent bundle as τM := (TM −→M) where

TM := {(p, v) : p ∈M and v ∈ TpM}.

It is naturally endowed with a smooth structure for which the projection TM
(p,v) 7→p−−−−→M is a

smooth fiber bundle. A manifold is called parallelizable if its tangent bundle is homeomorphic

to the trivial bundle εmM := (M × Rm → M). A parallelizable manifold equipped with a

trivialization of its tangent bundle is called a framed manifold.

Given a parallelizable manifold Mm, we can consider the set of all possible framings of

M. This set can be given a topology which leads us to define the space of framings:
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Definition 2.0.3. For a parallelizable manifold Mm, we define the space of framings of M

to be

Fr(M) := IsoBdlM(τM , ε
m
M) ⊂ Map(TM,M × Rm) ,

the set of bundle isomorphisms to the trivial bundle, which we give the subspace topology

of the C∞−topology on the set of smooth maps between total spaces.

Convention 1. 1. For X, Y Hausdorff, locally-compact, topological spaces we denote

Map(X, Y ) to be the set of all continuous maps from X to Y equipped with the

compact-open topology.

2. For X, Y smooth manifolds we denote Map(X, Y ) to be the set of all smooth maps

from X to Y equipped with the C∞−topology.

Remark 2.0.4. While Convention 1 presents conflicting notation, by the Smooth Approx-

imation Theorem and the Smooth Homotopy Theorem (see [27] for a modern perspective)

the underlying homotopy-type of Map(X, Y ) is unambiguous.

Examples of manifolds that will be relevant for this dissertation include surfaces, such

as the torus T2 = S1 × S1. The torus is also an example of a parallelizable manifold. Other

examples of manifolds that will be important to us are the Stiefel spaces Vk(n), which are the

spaces of all orthonormal k-frames of Rn. The set Vk(n) is a subset of Rk×n where a k−frame

can be described as a k × n matrix A such that AAT = I. With the natural inclusion,

Vk(n) ↪→ {k × n matrices} ∼= Rk×n, we endow Vk(n) ⊂ Rk×n with the subspace topology

from Euclidean space with the standard topology.

For k < n, the group SO(n) acts transitively on Vk(n), that is to say any two k−frames in

Rn are related by an orthogonal transformation. The stabilizer of any k−frame is isomorphic

to the group SO(n− k), therefore we can identify Vk(n) ∼= SO(n)/SO(n− k).
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Remark 2.0.5. We will often not require a k-frame in Vk(n) to be orthonormal because,

when considering Vk(n) up to homotopy, the Gram-Schmidt map describes a homotopy of

any k-frame to an orthonormal k-frame.

Definition 2.0.6. Let Mm and Nn be manifolds of dimensions m ≤ n. A smooth map

f : M −→ N

is an immersion if the differential Dpf : TpM −→ Tf(p)N is injective for every point p ∈M .

Remark 2.0.7. By the Inverse Function Theorem, in the case that the dimensions of the

manifolds are the same, m = n, the condition for f : M → N to be an immersion is the same

as saying that f is locally a diffeomorphism. As such we will substitute the word immersion

for local diffeomorphism, especially in Chapter 4.

We are interested in how many topologically distinct immersions there are from one

manifold to another. One way to do this is to consider the “space of all immersions”

and try to identify the number of connected components of this space. We will give the

set of all immersions the subspace topology Imm(M,N) ⊂ C∞(TM, TN) inherited from

the space of smooth functions between their tangent bundles with the C∞−topology. The

topological space Imm(M,N), in most interesting cases, is not a smooth manifold or even

finite dimensional. However, it is a topological space and so we may proceed in using

topological invariants to study it. In particular, we will proceed to study it from the

perspective of homotopy theory. With this in mind, we give the precise definition of a

homotopy.

Definition 2.0.8. For topological spaces X and Y, a homotopy of maps from X to Y is a map

F : X × I → Y where I = [0, 1] is the unit interval. Two maps f0 : X → Y and f1 : X → Y
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are homotopic if there exists a homotopy F : X × I → Y for which F (x, 0) = f0(x) and

F (x, 1) = f1(x) for all x ∈ X.

The relation “f is homotopic to g” is an equivalence relation that we will denote as

f ' g. The equivalence class of maps homotopic to f will be denoted as [f ]. Some of the

most important topological invariants of a space Z are its homotopy groups, which we define

now.

Definition 2.0.9. Let k ≥ 1. The k-th homotopy group of a pointed topological space

(Z, z0) is the set of homotopy classes:

πk(Z, z0) :=
{

(Sk, ∗)→ (Z, z0)
}
/ '

In the case that Z is path-connected we will often leave out the base point and denote

πk(Z, z0) as πkZ.

Remark 2.0.10. For k ≥ 1, πkZ can be given a group structure by the following binary

operation: for [ω1], [ω2] ∈ πkZ

[ω1] · [ω2] := [Sk
collapse

Sk−1−−−−−−−→ Sk ∨ Sk ω1∨ω2−−−→ Z].

That is [ω1] · [ω2] is the homotopy class of the map which first collapse Sk along some

equator and then maps out of each wedge-summand by the corresponding maps ω1 and ω2.

By an Eckmann-Hilton argument (see section 4.H of [9]), πkZ is an abelian group for k ≥ 2.

However, π0Z is not a group as the above binary operation would not make sense, but instead

it is the set of path components of the space Z.

Definition 2.0.11. A map f : X → Y is a homotopy equivalence if there exists a map

g : Y → X such that g ◦ f ' idX and f ◦ g ' idy . Here idX , idY are the identity maps on the

indicated spaces. Such a g is a homotopy inverse.
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We will also denote the relationship of homotopy equivalence as X ' Y or say that X

and Y have the same homotopy-type. Based homotopy equivalent based spaces will have

isomorphic homotopy groups. (However, spaces do not necessarily need to be homotopy

equivalent to have the same homotopy groups.) A map between spaces which induces an

isomorphism on homotopy groups is said to be a “weak homotopy equivalence”, an example

of which is the map from Theorem 1.0.1. We will discuss this map and Theorem 1.0.1 in

greater detail in the next section as it will be the starting point for Chapter 3.

A Brief Introduction to the h-Principle

The condition for a map f : Mm → Nn to be an immersion from Definition 2.0.6 is a

condition imposed on the partial derivatives of f : namely we require the Jacobian Df to be

of maximal rank m for all p ∈ M. We can describe this condition on partial derivatives by

considering the function

I : Mapsmooth(M,N)→ Mat
(nm)
k×k → R(nm),

f 7→ {k × k minors of Df} 7→

(
det(M1), det(M2), . . . , det

(
M(nm)

))
which selects a vector in Euclidean space parametrized by the determinants of all the k × k

minors of Df.

The condition that f is an immersion is the same as the condition I(f) 6= 0. This is an

example of a partial differential relation R, which is generally any condition of equality or

inequality involving the partial derivatives of some function. Any partial differential relation

R has some underlying algebraic relation obtained by exchanging partial derivatives with

independent variables. A solution to this algebraic relation is called a formal solution of R

and is a necessary condition for there to be a genuine solution of R. Then one can attempt to
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“deform” a formal solution into a genuine solution, and we say a partial differential relation

satisfies the h-principle if any formal solution can be deformed into a genuine solution,

and likewise for any compact family of formal solutions. By deforming a formal solution to

a genuine solution, we mean finding a homotopy, in the class of formal solutions, from the

formal solution to a genuine solution.

The term “h-principle”, or homotopy principle, was introduced by Gromov in [6] but

the idea appeared earlier in work such as [7]. This general phenomena of the h-principle

was discovered even earlier in work such as the Whitney-Graustein Theorem and Smale and

Hirsch’s work on differential immersions.

A bundle injection between fiber bundles ξ = (E → B) and ν = (E ′ → B′) is a bundle

map

E F //

��

E ′

��
B

f // B′

which is an injection on each fiber Fb : Eb → E ′f(b) for all b ∈ B.We denote the set of all bundle

injections between ξ and ν as BunInj(ξ, ν). There is the natural injection BunInj(ξ, ν) ↪→

Map(E,E ′) which forgets all the data of the bundle injection except the map between total

spaces. We will then endow BunInj(ξ, ν) with the subspace topology from this injection where

Map(E,E ′) is equipped with the compact-open topology.

In the case that we have two bundles over a common base space, ξ = (E → W ) and

ν = (E ′ → W ), a bundle injection is a map φ : E → E ′ such that φ maps Ew to E ′w

injectively. Alternatively, it is a bundle injection between ξ and ν where the map between

base spaces is the identity. We denote the set of all bundle injections between ξ and ν over W

as BunInj/W (ξ, ν) and again endow it with the subspace topology from Map(E,E ′) equipped

with the compact-open topology.

Definition 2.0.12. Let Mm and Nn be manifolds of dimensions m ≤ n. We define the space
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of formal immersions

Immf(M,N) := BunInj(τM , τN).

As mentioned earlier there, is the natural map

Imm(M,N) −→ Immf(M,N); f 7→ Df (2.1)

which is clearly an injection. However, there are many bundle injections which do not arise as

the differential of an immersion. For example, consider any framed embedding e : S1 −→ R3

such that the framing is everywhere orthogonal to the embedding. These are referred to as

framed knots and can be seen as sections of the normal bundle, or a bundle injection

TS1 //

��

ν(e(S1)) ⊂ TR3

��
S1 e // R3.

We call Immf(M,N) the space of formal immersions because they consist of the formal

solutions to the immersion condition I(f) 6= 0. Then because immersions satisfy the h-

principle, there is a homotopy of every formal solution to a genuine solution which leads to

the Hirsch-Smale Theorem.

The Hirsch-Smale Theorem 1.0.1 states that the map (2.1) is a weak homotopy

equivalence and therefore we have that πkImm(M,N) ∼= πkImmf(M,N) for all k ≥ 0. The

essential reason formal immersions are easier to access through homotopy theory is that they

fit into the following fibration:

BunInj/M(τM , f
∗τN) //

��

Immf(M,N)

forget

��
∗ 〈f〉 //Mapsmooth(M,N)
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where f ∗TN is the pullback bundle. This allows us to analyze the long exact sequence on

homotopy groups:

. . .→ πk+1Mapsmooth(M,N)→ πkBunInj/M(τM , f
∗τN)→ πkImmf(M,N)→ πkMapsmooth(M,N)→ πk−1BunInj/M(τM , f

∗τN)→ . . . (2.2)

where both BunInj/M(τM , f
∗τN) and Mapsmooth(M,N) often have fairly computable homotopy

groups.

Homotopy Pullbacks and Homotopy Pushforwards

We record some properties regarding homotopy pullbacks and pushouts. These are the

appropriate notions of pullback and pushout when working in homotopy theory. We broadly

cite [15] and direct the reader there for proofs and additional discussion.

Definition 2.0.13. The standard homotopy pullback of A
f−→ C

g←− B is

A×hC B := A×C CI ×C B = {(a, γ, b) : f(a) = γ(0), g(b) = γ(1)}

along with the projection maps:

A×hC B
projB //

projA
��

B

g

��
A

f // C.

Definition 2.0.14. A homotopy commutative diagram consists of a diagram

D h //

k
��

B

g
��

A
f // C

(2.3)
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and a homotopy H between the maps g ◦ h H' f ◦ k.

Proposition 2.0.15. The following are equivalent:

• A homotopy commutative diagram as in definition 2.0.14

• A map Ω : D → A×hC B

Definition 2.0.16. The homotopy commutative square (2.3) is a homotopy pullback square

if the map Ω is a homotopy equivalence.

Proposition 2.0.17. The strict pullback where one map is a fibration is homotopy equivalent

to the homotopy pullback.

Proposition 2.0.18 (Diagram Pasting). Given the following homotopy commutative dia-

gram

A //

��

B //

��

C

��
D // E // F,

1. If both of the smaller individual squares are homotopy pullback squares, then the larger

square is a homotopy pullback square as well.

2. If the outer large square and the smaller right hand square are homotopy pullback

squares, then the smaller left hand square is a homotopy pullback square as well.

Definition 2.0.19. The standard homotopy pushout of maps C
g←− A

f−→ B is the topological

space C ∪g(A)×0 A× [0, 1] ∪f(A)×1 B along with the natural maps

A
f //

g

��

B

iB
��

C
iC // C ∪g(A)×0 A× [0, 1] ∪f(A)×1 B.
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Definition 2.0.20. A homotopy commutative square

A
f //

g

��

B

k
��

C
h // D

is called a homotopy pushout square if there exists a homotopy h ◦ g H' k ◦ f such that the

map

C ∪g(A)×0 A× [0, 1] ∪f(A)×1 B −→ D; (2.4)

c 7→ h(c), b 7→ k(b), (a, t) 7→ F (a, t)

is a homotopy equivalence.

Proposition 2.0.21. The strict pushout, where one map is a cofibration is homotopy

equivalent to the homotopy pushout.

Suppose we have that the following diagram,

A //

��

B

��
C // D ,

(2.5)

is a homotopy pushout square.

Proposition 2.0.22. Applying the contravariant functor Map∗(−, Z) to the homotopy

pushout (2.5) results in a homotopy pullback:

Map∗(D,Z) //

��

Map∗(B,Z)

��
Map∗(C,Z) //Map∗(A,Z).
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Proposition 2.0.23. Applying the reduced suspension to the homotopy pushout (2.5) results

in a homotopy pushout:

ΣA //

��

ΣB

��
ΣC // ΣD.

Grassmannians Represent Vector Bundles

We give a synopsis of the book [17].

Let 0 ≤ d ≤ n. We first explain how the Grassmannian Grd(n) is a smooth manifold

representing smooth vector subbundles of trivial rank n bundles. Its underlying set is that

of d-dimensional vector subspaces of Rn:

Gr2(n) :=
{
V ⊂ Rn d-dimensional vector subspace

}
.

Its smooth structure is such that, for each smooth manifold W , the map

SubBdld⊂n(W ) :=

{
E

smooth
⊂

submanifold
W × Rn | π : E ↪→ W × Rn pr−→ W is a smooth vector bundle of rank d

}

∼=−−→ Map
(
W,Grd(n)

)
, 1 (2.6)

E 7−→
(
W

p 7→π−1(p)−−−−−−→ Grd(n)
)
,

defines a bijection. Furthermore, this bijection is contravariantly functorial in the argument

1Here, Map is understood as the topological space of smooth maps, as it is endowed with the C∞ topology.
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W . Each smooth map f : W → W ′ determines a commutative diagram

SubBdld⊂n(W ′)
(2.6) //

E 7→f−1(E)

��

Map
(
W,Grd(n)

)
−◦f
��

SubBdld⊂n(W ′)
(2.6) //Map

(
W,Grd(n)

)
.

Notation 2.0.24. For W ⊂ Rn a d-dimensional smooth submanifold, the smooth map

τW : W −→ Grd(n)

is that representing (through (2.6)) the vector subbundle TW ⊂ W×Rn of the trivial bundle

over W . Also, the smooth map

εdW : W −→ Grd(n)

is that representing (through (2.6)) the vector subbundle W × Rd ⊂ W × Rn of the trivial

bundle over W , where Rd ⊂ Rn is the span of the first d coordinates.

Now, for each 0 ≤ d ≤ m ≤ n, the inclusion Rm ⊂ Rn as the first m coordinates defines

a smooth embedding:

Grd(m) ↪→ Grd(n) .

Denote the colimit (topological space) as n→∞:

BO(d) := Grd(∞) :=
⋃
n≥0

Grd(n) := colim
n≥0

Grd(n) .

This topological space serves as a classifying space for smooth vector bundles of rank d.

Indeed, it has the following features.
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1. Firstly, for SubBdld⊂∞(W ) := colim
n≥0

SubBdld⊂n(W ), there is a canonical bijection:

SubBdld⊂∞(W ) ∼= Map
(
W,BO(d)

)
,

for W compact.

2. Secondly, every smooth rank d vector bundle over a smooth manifold W of constant

dimension is isomorphic to a vector subbundle of χ ⊂ εNW for some N .2 Furthermore,

given two such smooth rank d vector subbundles χ ⊂ εNW and χ ⊂ εN
′

W , an isomorphism

χ ∼=
α
χ′ determines a rank d vector subbundle χα ⊂ εMW×R for some M ≥ N,N ′ for

which there are identifications R<ε×χ = (χα)W×R<ε and R>1−ε×χ′ = (χα)W×R>1−ε . In

this way, for W a smooth manifold of constant dimension, there is a canonical bijection

between the set of isomorphism-classes of smooth rank d vector bundles over W and

the set of path-components of maps from W to BO(d):

SubBdld⊂∞(W )/isomorphism
∼= π0 Map

(
W,BO(d)

)
, (2.7)

for W compact.

3. Lastly, the bijection (2.7) can be improved. Namely, for each smooth manifold

W , consider the groupoid Bdld(W ) of smooth rank d vector bundles over W and

isomorphisms among them. Pullbacks of smooth vector bundles makes this groupoid

Bdld(W ) contravariantly functorial in the argument W :

Manifoldsop −→ Groupoids . (2.8)

2Indeed, through a partition of unity argument, any smooth vector bundle η = (E →W ) of rank d (and
whose base is of a constant dimension) admits a smooth bundle injection e : η ↪→ εNW for some N ≥ 0.
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Consider the smooth submanifold ∆p
e := {(t0, . . . , tp) ∈ R |

∑p
i=0 ti = 1} ⊂ Rp+1.

These smooth manifolds organize as a cosimplicial smooth manifold

∆ −→ Manifolds , [p] 7→ ∆p
e .

In this way, the functor (2.8) lifts as a functor to simplicial groupoids:

Manifoldsop −→ Groupoids∆
op

, W 7→ Bdld(W ×∆•e) . (2.9)

Taking geometric realizations of nerves defines a presheaf of spaces:

Bdld : Manifoldsop (2.9)−−−→ Groupoids∆
op |Nerve•|−−−−−→ Spaces , (2.10)

W 7→
∣∣∣Nerve• Bdld(W ×∆•e)

∣∣∣ .
Finally, the classifying space BO(d) represents this presheaf of spaces: for each smooth

manifold W , there is a canonical homotopy-equivalence between spaces:

Bdld(W ) ' Map
(
W,BO(d)

)
. (2.11)

Taking path-components of (2.11) recovers the identity (2.7).

A consequence of (2.11) is that, for η and χ two smooth vector bundles over W of

rank d, the space of triples (η, χ, α), consisting of two smooth rank d vector bundles over W

together with an isomorphism between them, is canonically homotopy-equivalent with the

space of homotopies between their classifying maps:

{
(η, χ, η ∼=

α
χ)
}
' Map

(
W × [0, 1],BO(d)

)
, over Map

(
W,BO(d)

)×2
.
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Even more, for each smooth rank d vector bundle η over a smooth manifold W , and for each

n ≥ d, the diagram among spaces

BdlInj(η, εnW )

��

image // SubBdld⊂n(W )
∼= //

��

Map
(
W,Grd(n)

)
��

∗ 〈η〉 // Bdld(W )
∼= //Map

(
W,BO(d)

)
(2.12)

is a homotopy-pullback.

Now, there is a similar situation for oriented bundles. Namely, let 0 < d ≤ n. The

smooth manifold Gror
d (n) represents oriented rank d vector subbundles of trivial rank n

bundles. Forgetting orientation defines a 2-to-1 covering

Gror
d (n) −→ Grd(n) ;

for 0 < d < n, this is a universal cover. So, an orientation σ on a smooth manifold W is

precisely the data of a smooth lift in a commutative diagram:

Gror
d (n)

��
W

τW //

(τW ,σ)
77

Grd(n).

The standard orientation σstand on Rd determines a canonical lift:

Gror
d (n)

��
W

εdW //

(εdW ,σstand)
77

Grd(n).

Now, for each 0 < d ≤ m ≤ n, the inclusion Rm ⊂ Rn as the first m coordinates defines a
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smooth embedding:

Gror
d (m) ↪→ Gror

d (n) .

Denote the colimit (topological space) as n→∞:

BSO(d) := Gror
d (∞) :=

⋃
n≥0

Gror
d (n) := colim

n≥0
Gror

d (n) .

This space is a classifying space for smooth oriented rank d vector bundles : succinctly, there

is a canonical homotopy-equivalence between spaces:

Bdlor
d (W ) ' Map

(
W,BSO(d)

)
, (2.13)

where the lefthand term is defined in the same way as Bdld(W ). As in the unoriented

case, each smooth oriented rank d vector bundle η over a smooth manifold W , and for each

n ≥ d > 0, the diagram among spaces

BdlInj(η, εnW )

��

image // SubBdlor
d⊂n(W )

∼= //

��

Map
(
W,Gror

d (n)
)

��
∗ 〈η〉 // Bdlor

d (W )
∼= //Map

(
W,BSO(d)

)
(2.14)

is a homotopy-pullback.

For d > 0, the fact that any two (oriented) vector spaces are (oriented) isomorphic

implies that both BSO(d) and BO(d) are path-connected. Forgetting orientation defines a

continuous map

BSO(d) −→ BO(d) .

This map witnesses a universal cover, because it does for finite n > d > 0. In particular,

BSO(d) is path-connected and simply-connected.
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Definition 2.0.25. Let E
π−→ B be a map between spaces. For X

f−→ B a map between

spaces, the space of sections of π over X is the homotopy-fiber:

Map/B(X,E) := hofibf
(
Map(X,E)

π◦−−−→ Map(X,B)
)
.

That is, there is a homotopy-pullback diagram:

Map/B(X,E) //

��

Map(X,E)

π◦−
��

∗ 〈f〉 //Map(X,B).

Let 0 < d < n. Let W be a smooth d-manifold. The expression (2.11) can be rephrased

as a canonical homotopy-equivalence:

BunInj/W (τW , ε
n
W )

'−−→ Map/BO(d)(W,Grd(n)) . (2.15)

For σ an orientation on W , the expression (2.13) can be phrased as a canonical homotopy-

equivalence:

BunInj/W (τW , ε
n
W )

'−−→ Map/BSO(d)(W,Gror
d (n)) . (2.16)

Simple Spaces

We discuss simple topological spaces, as they will play a central role in Chapter 3.

Definition 2.0.26. An H−space is a based space (Z, z0) with a product µ : Z × Z −→ Z

for which the maps

z 7→ µ(z, z0) and z 7→ µ(z0, z)

are both homotopic to idZ .



22

Any topological group with its group multiplication is an H−space. However, a general

H-space need not have inverses and its product is not required to be associative. Let G

be topological group (or, even an H-space for which π0 is a group). There is an action of

π0(G) on πn−1(G) given by [g] · [α] := [gαg−1]. In the case that G = ΩZ for Z a based

path-connected space, this an action of π1(Z) on πn(Z).

Definition 2.0.27. A based path-connected space is simple (or, sometimes called “abelian”)

if the action of π1(Z) on πn(Z) is trivial for all n.

We record the following Proposition proved in [15]:

Proposition 2.0.28. Any H−space, and therefore any topological group, is simple.

Lemma 2.0.29. Let H ⊂ G be a connected closed subgroup of a connected Lie group. If the

homomorphism π1(H) → π1(G) is surjective, then the quotient G/H is path-connected and

simply-connected. In particular, G/H is a simple space.

Proof. We have the following homotopy fiber sequence:

G/H −→ BH −→ BG.

This induces the long exact sequence on homotopy groups:

. . . −→ πk+1(G/H) −→ πk(H) −→ πk(G) −→ πk(G/H) −→ πk−1(H) −→ . . .

Our assumption π1(H)→ π1(G) is surjective implies that π0(G/H) = 0 = π1(G/H).

After Proposition 2.0.28 and Lemma 2.0.29 we have that the based path-connected

spaces BO(2), BSO(2), Gror
2 (n), and V2(n) are all simple. Here, Gror

2 (n) is the “oriented

Grassmannian”, which is defined to be

Gror
2 (n) := SO(n)/

(
SO(2)× SO(n− 2)

)
.
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Other examples of a simple space are Eilenberg-Maclane spaces K(π, n). An Eilenberg-

Maclane space is a topological space for which πnZ ∼= π andπkZ = 0 for all k 6= n. Therefore,

K(π, n) spaces where n ≥ 2 are simple because of course π1K(π, n) is trivial. K(π, 1) spaces

are simple when π is abelian because the action of π1K(π, 1) on itself is conjugation.

Examples of K(π, 1) spaces abound, for example any topological space with a

contractible universal cover such as tori Tn or connected compact hyperbolic manifolds.

Here we see that Tn are simple whereas hyperbolic manifolds are not.
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HOMOTOPY GROUPS OF THE SPACE OF IMMERSIONS

This chapter studies the space of immersions of orientable surfaces into parallelizable

manifolds. Specifically, we identify the set of path-components, as well as all homotopy

groups, of this space in terms of the homotopy-type of the target manifold and Stiefel spaces.

We immediately state our main result:

Theorem W. For Wg a smooth, compact, orientable surface of genus g and Mn a smooth,

parallelizable manifold of dimension n > 2, there is an isomorphism between homotopy

groups: for k ≥ 1

πkImm(Wg,M) ∼= πkM × (πk+1M)2g × πk+2M × πkV2(n)× (πk+1V2(n))2g × πk+2V2(n) .

For k = 0, there is an action of π1(M) on
(

(π1M)2g
Com×π2M

)
for which there is a bijection:

π0Imm(Wg,M) ∼= π0M ×
(

(π1M)2g
Com × π2M

)
/π1(M)

× π0V2(n)× (π1V2(n))2g × π2V2(n) .

Remark 3.0.30. Here (π1M)2g
Com is defined to be the set

(π1M)2g
Com :=

{
([α1], [β1], . . . [αg], [βg]) ∈ (π1M)2g : [α1, β1][α2, β2] . . . [αg, βg] = [e]

}
⊂ (π1M)2g

and the action of π1M restricted to (π1M)2g
Com is simultaneous conjugation on each

component. The action of π1M restricted to π2M is the canonical action. However, generally

the action of π1M on (π1M)2g
Com × π2M will not be the product of these two simple actions.

Note the lack of symmetry in regard to π0Imm(Wg,M), namely we might expect

π0Imm(Wg,M) ∼=
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π0M ×
(

(π1M)2g
Com × π2M

)
/π1(M)

× π0V2(n)×
(

(π1V2(n))2g
Com × π2V2(n)

)
/π1(V2(n))

.

This is true and agrees with Theorem W, it is just that V2(n) is a simple space and therefore

π1V2(n) is abelian which implies (π1V2(n))2g
Com
∼= (π1V2(n))2g and the action of π1V2(n) on(

(π1V2(n))2g
Com × π2V2(n)

)
is trivial. In the case that M is simple, there is the following

reduction in the identification of connected components of Imm(Wg,M):

Corollary 3.0.31. For M a simple, smooth, parallelizable manifold there is the following

bijection:

π0Imm(Wg,M) ∼= π0M × (π1M)2g × π2M × (π1V2(n))2g × π2V2(n) .

Another interesting case of Theorem W is when our target manifold is 4−dimensional.

Corollary 3.0.32. For M4 a smooth, connected, parallelizable manifold of dimension 4, we

have the following isomorphisms for k ≥ 1 :

πkImm(Wg,M
4) ∼=

πkM × (πk+1M)2g × πk+2M × πkS2 × (πk+1S
2)2g × πk+2S

2 × πkS3 × (πk+1S
3)2g × πk+2S

3 ,

along with the bijection

π0Imm(Wg,M
4) ∼=

(
(π1M)2g

Com × π2M
)
/π1(M)

× (π1S
2)2g × (π1S

3)2g × π2S
2 × π2S

3

∼=
(

(π1M)2g
Com × π2M

)
/π1(M)

× Z .

Proof. The Stiefel space V2(4) is homeomorphic to the unit tangent bundle of S3. As S3 is

parallelizable, we have that τS3 ≈ ε3S3 , and therefore V2(4) ≈ S3 × S2.
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Corollary 3.0.32 shows that one can compute the homotopy groups of Imm(Wg,M
4)

to the extent that one can compute the homotopy groups of M,S2, and S3. In particular,

πkImm(Wg,R4) can be classified completely in terms of the homotopy groups of S2 and S3,

which for k ≥ 3 we have that πkS
2 ∼= πkS

3. It’s been shown in [12] that πkS
2 6= 0 for all

k ≥ 1 and so for k ≥ 3 we have that

πkImm(Wg,R4) ∼= (πkS
2)2 × (πk+1S

2)4g × (πk+2S
2)2 6= 0 .

Through Corollary 3.0.32 we also see that the connected components of Imm(Wg,R4) simplify

drastically to π0Imm(Wg,R4) ∼= π2(S2) ∼= Z. The table below records the first few homotopy

groups of the space of immersions of Wg into R4.

k πkImm(Wg,R4)

0 Z

1 Z2g+2

2 Z4g+1 × (Z/2Z)2

3 Z2 × (Z/2Z)4g+2

4 (Z/2Z)4g+2 × (Z/12Z)2

5 (Z/2Z)4 × (Z/12Z)4g

6 (Z/2Z)4g+2 × (Z/12Z)2

7 (Z/2Z)4g+2 × (Z/3Z)2

Table 3.1: Homotopy Groups of Imm(Wg,R4)

Higher dimensional tori give other examples of simple, parallelizable manifolds for which

Theorem W applies. With the identification of V2(4) ≈ S2 × S3, we may compute that

π0Imm(Wg,T4) ∼= Z8g+1, π1Imm(Wg,T4) ∼= Z2g+6, and πkImm(Wg,T4) ∼= πkImm(Wg,R4) for
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k ≥ 2. Because V2(3) ∼= SO(3) ≈ RP 3, we may compute πkV2(3) as S3 is the universal cover

of V2(3). This allows us to compute πkImm(Wg,T3) for k as large as we can compute πkS
3.

We record the first few homotopy groups of Imm(Wg,T3) below.

k πkImm(Wg,T3)

0 Z6g × (Z/2Z)2g

1 Z4 × (Z/2Z)

2 Z2g × (Z/2Z)

3 Z× (Z/2Z)2g+1

4 (Z/2Z)2g+1 × (Z/12Z)

5 (Z/2Z)2 × (Z/12Z)2g

Table 3.2: Homotopy Groups of Imm(Wg,T3)

The figures below show two embedded genus two surfaces in a 3-torus, W2 ↪→ T3, which

do not lie in the same path component of Imm(W2,T3). Here we represent T3 as a solid cube

with opposite faces identified.

Figure 3.1: An embedding W2 ↪→ T3 Figure 3.2: A different embedding W2 ↪→ T3

The reason that these embeddings lie in different path components is because restricting
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each embedding to the 1−skeleton, which are colored red and green in the figures, yield

different elements of (π1T3)4.

Next, we identify a weak homotopy equivalence between Imm(Wg,M) and mapping

spaces which will have computable homotopy groups.

A Homotopy Equivalence Between Bundle Injections and Mapping Spaces

Recall that by the Hirsch-Smale Theorem 1.0.1 we have that Imm(Wg,M) is weakly

homotopy equivalent to Immf(Wg,M), the space of formal immersions which we defined

(Definition 2.0.12) as fiberwise bundle injections between tangent bundles:

Immf(Wg,M) := BunInj(τWg , τM) .

Under our assumption that M is parallelizable, we have that there is a homeomorphism

Immf(Wg,M) := BunInj(τWg , τM)
≈−→ BunInj(τWg , ε

n
M) (3.1)

from a choice of trivialization of the tangent bundle of M.

Convention 2. Recall from Convention 1 that we endow Map(X, Y ) with the appropriate

topology depending on whether or not X and Y are smooth manifolds. Natural subspaces

such as immersions, Imm(Wg,M) ↪→ Immf(Wg,M) ⊂ Map(TWg,TM), or based maps

Map∗(X, Y ) ⊂ Map(X, Y ), will be equipped with the subspace topology. Similarly, we equip

both BunInj(τWg , τM) ⊂ Map(TWg, TM) and BunInj/W (E → W,E ′ → W ) ⊂ Map(E,E ′)

with the appropriate subspace topology.

Lemma 3.0.33. There is a homeomorphism between spaces

h : Mapsmooth(Wg,M)× BunInj/Wg
(τWg , ε

n
Wg

)→ BunInj(τWg , ε
n
M)
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given by

(Wg
f−→M),


TWg Rn ×Wg

Wg

F


 7→


TWg Rn ×Wg Rn ×M

Wg M

F id×f

f

 .

Proof. The map h is continuous as it the composition of continuous maps with regard to the

topologies in Convention 2. We can define the inverse map as follows:

h−1


TWg Rn ×M

Wg M

F

f

 =

(Wg
f−→M),


TWg Rn ×Wg

Wg

F̃




where for v ∈ TxWg we have that F̃ (v, x) = (Fx(v), x) ∈ Rn×Wg. This is again a continuous

map and therefore h is a homeomorphism.

Definition 3.0.34. Given continuous maps A
f−→ C and B

g−→ C we defined the homotopy

pullback of these maps to be

A×hC B := A×C CI ×C B = {(a, γ, b) : f(a) = γ(0), g(b) = γ(1)}

along with the projection maps:

A×hC B
projB //

projA
��

B

g

��
A

f // C .

In the case that A = ∗ and f selects out the point c0 ∈ C, this homotopy pullback is the

homotopy fiber of g over c0 and we denote it as hofibc0(B
g−→ C).

We will use properties of homotopy pullbacks frequently in this dissertation.
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Remark 3.0.35. Recall that a homotopy commutative diagram

D
ϕB //

ϕA
��

B

g

��
A

f // C .

is called a homotopy pullback diagram if the associated map D
ϕ−→ A×hC B from Proposition

2.0.15 is a homotopy equivalence. This alternative definition of a homotopy pullback will

often be much more convenient to work with.

We will now discuss how one can think of the tangent bundle of Wg as an element of

Map(Wg,BO(2)). Choose some embedding e : Wg ↪→ RN so that e(Wg) ⊂ RN is a smooth

submanifold. Then define the map

Te : Wg → Gr2(N); p 7→
(
Te(p)e(Wg) ⊂ Te(p)RN = RN

)
.

Then the map

τWg : Wg
Te−→ Gr2(N) ↪→ Gr2(∞) = BO(2)

describes an element in Map(Wg,BO(2)). By the Whitney Embedding Theorem, this map

τWg is independent of the choice of embedding up to homotopy.

Therefore, it makes sense to consider the homotopy fiber of the map

Map(Wg,Gr2(n))
γ2◦−−−−→ Map(Wg,BO(2))

over τWg where γ2 is the natural inclusion Gr2(n) ↪→ Gr2(∞) = BO(2). We take this homotopy

fiber as the definition of Map/BO(2)(Wg,Gr2(n)), i.e.

Map/BO(2)(Wg,Gr2(n)) := hofibτWg (Map(Wg,Gr2(n))
γ2◦−−→ Map(Wg,BO(2))).
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Observation 3.0.36. Applying Equation (2.15) to Wg, we have the canonical homotopy-

equivalence:

BunInj/Wg
(τWg , ε

n
Wg

)→ Map/BO(2)(Wg,Gr2(n)) .

Specifying an orientation σ on Wg, Equation (2.16) give the canonical homotopy-equivalence:

BunInj/Wg
(τWg , ε

n
Wg

)→ Map/BSO(2)(Wg,Gror
2 (n)) .

Remark 3.0.37. Recall that by the Smooth Approximation Theorem [27] there is a

homotopy equivalence Mapsmooth(X, Y ) ' Map(X, Y ).

To summarize what we have done in this section, we have shown that there is a weak

homotopy equivalence

Imm(Wg,M)
Theorem 1.0.1−−−−−−−−→

'
Immf(Wg,M)

Lemma 3.0.33−−−−−−−−→
'

Mapsmooth(Wg,M)×BunInj/Wg
(τWg , ε

n
Wg

)

(3.2)

Remark 3.0.37×Observation 3.0.36−−−−−−−−−−−−−−−−−−−→
'

Map(Wg,M)×Map/BSO(2)(Wg,Gror
2 (n)).

We will examine the homotopy groups of each of these factors in later sections. Our

method of attack will be to first calculate πkMap(Wg, Z) for Z a general based topological

space. Then we identify a homotopy equivalence Map/BSO(2)(Wg,Gror
2 (n)) ' Map(Wg,V2(n)).

Homotopy Groups of Mapping Spaces

In this section we relate the homotopy groups of Map(Wg, Z) to the homotopy groups

of Z, where Z is a based, path-connected topological space. We begin with the homotopy

groups πkMap(Wg, Z) for k > 0, and deal with the set of path components, π0Map(Wg, Z),

in the next section.
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Lemma 3.0.38. For based topological spaces (X, x0), (Y, y0) we have that the following spaces

are homotopy equivalent:

Map(X,Ωy0Y ) ' Map∗(X,Ωy0Y )× Ωy0Y

where we take the constant map S1 → Y at y0 to be the base point of Ωy0Y.

Proof. Consider the map

F : Map(X,Ωy0Y ) −→ Map∗(X,Ωy0Y )× Ωy0Y ; f 7→ ((f(x0))∗f, f(x0))

where (f(x0))∗ ∈ Ωy0Y is the loop f(x0) with the opposite orientation. Now consider the

map

G : Map∗(X,Ωy0Y )× Ωy0Y −→ Map(X,Ωy0Y ); (g, γ) 7→ γg .

We will show that F ◦G ' id(Map∗(X,Ωy0Y )×Ωy0Y ) and G ◦ F ' idMap(X,Ωy0Y ) . First

(F ◦G)(g, γ) = ((γg(x0))∗(γg), γg(x0)) = ((γγy0)
∗(γg), γγy0) = (γ∗y0γ

∗γg, γγy0) ' (g, γ)

where the last homotopy is due to γγy0 ' γ and γ∗γ ' γy0 . Lastly,

(G ◦ F )(f) = f(x0)(f(x0))∗f ' f

showing that F and G are homotopy inverses proving our claim.

Observation 3.0.39. Note that the argument above can also be used to show that for a

based space (X, x0) and a topological group G, that

Map(X,G) ' Map∗(X,G)×G .
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Lemma 3.0.40. For based topological spaces (X, x0), (Y, y0) in which x0 ∈ X has a

neighborhood that deformation retracts onto {x0}, we have that for k ≥ 1 there is an

isomorphism of groups:

πkMap(X, Y ) ∼= πkMap∗(X, Y )× πkY ,

where we take the constant map at y0 to be the base point of Map∗(X, Y ) and Map(X, Y ).

Proof. Consider the following pullback diagram,

Map∗(X, Y ) //

��

Map(X, Y )

evx0
��

∗ 〈y0〉 // Y .

(3.3)

The assumption ensures ∗ x0−→ X is a cofibration. Therefore, evx0 is a fibration and thus

(3.3) is a homotopy pullback. So from (3.3) we get the associated long exact sequence on

homotopy groups:

. . . // πk+1Map∗(X, Y ) // πk+1Map(X, Y ) // πk+1Y

∂krr
πkMap∗(X, Y ) // πkMap(X, Y ) // πkY // . . .

Note that we have a section of spaces

s : Y → Map(X, Y ); y 7→ (consty : X → Y ) ,

that is evx0 ◦ s = idY . This induces a section of homotopy groups s∗ : πkY → πkMap(X, Y )

and implies that ev∗x0 will be surjective and therefore all boundary maps are trivial, ∂k = 0.
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Therefore our long exact sequence is divided into short exact sequences of the form:

0 −→ πkMap∗(X, Y ) −→ πkMap(X, Y ) −→ πkY −→ 0 . (3.4)

For k ≥ 2, the existence of s∗ and the Splitting Lemma immediately implies that (3.4) splits:

πkMap(X, Y ) ∼= πkMap∗(X, Y )× πkY .

For k = 1, we can rewrite (3.4) as

0 −→ π0Map∗(X,Ωy0Y ) −→ π0Map(X,Ωy0Y ) −→ π0Ωy0Y −→ 0

and Lemma 3.0.38 implies that this short exact sequence is split as a product as well.

Therefore for k ≥ 1 we have that

πkMap(X, Y ) ∼= πkMap∗(X, Y )× πkY .

Remark 3.0.41. Dual to the definition of homotopy pullback, there is the notion of

homotopy pushout for which we gave an explicit definition in Chapter 2. One property

we will use frequently is that if the following diagram is a pushout:

W
f //

g

��

X

j
��

Y
k // Z

and either f or g are cofibrations, then it also realizes a homotopy pushout diagram.
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Geometric Crux

The following geometric argument is the insight which enabled us to consider homotopy

groups of Imm(Wg,M) for arbitrary g ≥ 0. This extends Smale’s result [24] which identifies

the homotopy groups for genus 0, i.e. πkImm(S2,M). We start by recalling the definitions

of some basic operations on pointed topological spaces.

Definition 3.0.42. Let (Z, z0) be a pointed topological space. The reduced suspension of

Z is defined to be

ΣZ := (Z × I)/
(

(Z × {0}) ∪ ({z0} × I) ∪ (Z × {1})
)

where I = [0, 1].

Definition 3.0.43. Given pointed topological spaces (Z, z0) and (W,w0), the wedge sum of

Z and W is defined as

Z ∨W := (Z tW )/({z0} ∼ {w0}) .

We denote the iterated wedge sum of (Z, z0) with itself n−times as Z∨n.

Observation 3.0.44. Consider the following pushout diagram,

∂D2 = S1 c //

i

��

(S1)∨2g

��
D2 //Wg ,

(3.5)

where [c] ∈ π1((S1)∨2g) is the product of commutators a1b1a
−1
1 b−1

1 . . . anbna
−1
n b−1

n . As the

inclusion i : ∂D2 → D2 is a cofibration, the diagram is a homotopy pushout diagram.

Lemma 3.0.45. There is a homotopy equivalence between spaces,

ΣWg ' Σ
(
S2 ∨ (S1)∨2g

)
.
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Proof. Taking the reduced suspension of all spaces and maps in diagram (3.5) results in the

homotopy pushout diagram:

ΣS1 ' S2 Σc //

Σi

��

Σ(S1)∨2g

��
ΣD2 // ΣWg .

(3.6)

Note that the homomorphism

〈a1, b1, . . . , an, bn〉 = π1

(
(S1)∨2g

) Σ−→ π2

(
Σ(S1)∨2g

)
; [γ] 7→ [Σγ]

must factor through the abelianization of π1

(
(S1)∨2g

)
since π2

(
Σ(S1)∨2g

)
is abelian. That

is, there exists a unique map such that the following diagram commutes,

〈a1, b1, . . . , an, bn〉 = π1

(
(S1)∨2g

)
π1

(
(S1)∨2g

)
Ab
∼= Z2g

π2

(
Σ(S1)∨2g

)
q

Σ
!

where the map q is the canonical quotient map. Now clearly [c] = a1b1a
−1
1 b−1

1 . . . anbna
−1
n b−1

n

is in the kernel of q and therefore it is also in the kernel of Σ, i.e. Σc is homotopic to the

constant map at the basepoint. Now in (3.6), we have identified

ΣWg = hopush


ΣS1 Σ

(
(S1)∨2g

)
ΣD2

Σc

Σi

 .

As this is a homotopy pushout, we may replace any spaces with homotopy equivalent spaces

and any maps with homotopic maps and the resulting homotopy pushout will be homotopy
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equivalent. Therefore

ΣWg = hopush


ΣS1 Σ

(
(S1)∨2g

)
ΣD2

Σc

Σi

 ' hopush


ΣS1 Σ

(
(S1)∨2g

)
∗

const∗

!

 '

Σ

hopush


S1

(
(S1)∨2g

)
∗

const∗

!


 '

Σ
(
∗ ∪S1×0 S

1 × I ∪S1×1

(
(S1)∨2g

))
' Σ

(
S2 ∨ (S1)∨2g

)
.

Proposition 3.0.46. Let Z be based, path-connected topological space. Then consider the

based space of all continuous maps, Map(Wg, Z), with the constant map constz0 serving as

its base point. Then, for k ≥ 1, we have the following isomorphism of groups:

πkMap(Wg, Z) ∼= πkZ × (πk+1Z)2g × πk+2Z.

Proof. Consider the following homotopy pushout diagram,

(S1)∨2g i //

��

Wg

��
∗ // D2/∂D2 ∼= S2

where the map i : (S1)∨2g → Wg, the inclusion of the 1-skeleton into Wg, is a cofibration.

We may then apply Map∗(−, Z) to this diagram to get the following homotopy pullback
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diagram,

Map∗(S
2, Z) ∼= Ω2Z //

��

Map∗(Wg, Z)

��
∗ //Map∗((S

1)∨2g, Z) ∼= (ΩZ)2g .

(3.7)

The Puppe sequence, see Theorem 11.39 of [22], then implies that following is also a

homotopy pullback diagram,

Ω(Ω2Z) //

��

ΩMap∗(Wg, Z) ∼= Map∗(ΣWg, Z)

��
∗ // Ω(ΩZ)2g .

(3.8)

Now from Lemma 3.0.45 we have that ΣWg ' Σ(S2 ∨ (S1)2g) and so we have the following

homotopy equivalence:

Map∗(ΣWg, Z) ' Map∗(Σ(S2 ∨ (S1)2g), Z) ' ΩMap∗(S
2 ∨ (S1)2g, Z) ' Ω(Ω2Z × (ΩZ)2g) .

This shows that the homotopy pullback above splits. So we have that

ΩMap∗(Wg, Z) ' Ω(Ω2Z)× Ω(ΩZ)2g . (3.9)

Therefore for j ≥ 0,

πjΩMap∗(Wg, Z) ∼= πj+1Map∗(Wg, Z) ∼= πj+3Z × (πj+2Z)2g ∼= πjΩ(Ω2Z)× πjΩ(ΩZ)2g .

So after relabeling k = j + 1, for k ≥ 1,

πkMap∗(Wg, Z) ∼= (πk+1Z)2g × πk+2Z . (3.10)
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By equation (3.10) and Lemma 3.0.40 we have shown that there is the following isomorphism

for k ≥ 1 :

πkMap(Wg, Z) ∼= πkZ × πkMap∗(Wg, Z) ∼= πkZ × (πk+1Z)2g × πk+2Z .

Connected Components of Mapping Spaces

We will now examine the set π0Map(Wg, Z) again considering Z to be a based, path-

connected, topological space. We first record the following Lemma which is proven in [15].

Remark 3.0.47. Given a based map f : (X, x0) −→ (Z, z0) and a loop γ ∈ π1Z, there is a

homotopy H : X × I −→ Z such that H0 = H|X×{0} = f and H|{x0}×I = γ. The existence

of such a homotopy is due to the Covering Homotopy and Extension Property, which also

can be used to show [H1] only depends on [γ] and [f ].

Lemma 3.0.48. For (X, x0) a based, path-connected, CW complex and (Z, z0) a based, path-

connected space there is a left action π1(Z; z0) y π0Map∗(X,Z) defined by

[ω] · [f ] := H1 (3.11)

where Ht is the homotopy from Remark 3.0.47. The natural map π0Map∗(X,Z) −→

π0Map(X,Z) induces a bijection from the quotient

π0Map∗(X,Z)/π1(Z; z0) ∼= π0Map(X,Z) .

If we take X = Sn then the action from Lemma 3.0.48 becomes an action of π1Z on

πnZ.
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Definition 3.0.49. If the action (3.11) πnZ ' π0Map∗(S
n, Z) x π1(Z; z0) is trivial for all

n ≥ 1, then the space Z is called simple.

For a simple space we immediately get the following Corollary of Lemma 3.0.48 .

Corollary 3.0.50. For (Z, z0) a based, path-connected, simple space there is a bijection

π0Map∗(Wg, Z) ∼= π0Map(Wg, Z) .

This will help us relate path components of unbased maps to those of based maps, under

the assumption that our space Z is simple. In Chapter 2 we recorded some properties of

simple spaces and justifications for why some of the spaces we are concerned with are simple.

We now work to identify π0Map∗(Wg, Z), and we will start by examining a particular group

action of π2Z on π0Map∗(Wg, Z).

First consider the following collapse map:

D2 collapse // S2 ∨ D2

∂D2

i

OO

id∂D2 // ∂D2

i

OO

which collapses a circle lying completely in the interior of D2 except at the basepoint. See

Figure 3.3 below. This induces a map between diagrams:

D2

collapse

��

∂D2
i

oo c //

id∂D2

��

sk1

idsk1
��

S2 ∨ D2 ∂D2
i

oo c // sk1

which then induces the map between pushouts:

Wg
collapse−−−−→Wg ∨ S2 . (3.12)
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Note that because the circle we collapse along in D2 collapse−−−−→ S2 ∨ D2 is contained in the

interior of D2 except at the basepoint, the map Wg
collapse−−−−→ Wg ∨ S2 does not alter the

1-skeleton of Wg.

Figure 3.3: The collapse map, D2 collapse−−−−→ S2 ∨ D2 .

Lemma 3.0.51. Take (Z, z0) to be a based, path-connected, topological space. Now consider

the map:

π2Z × π0Map∗(Wg, Z) −→ π0Map∗(Wg, Z)

([ω : S2 → Z], [f : Wg → Z]) 7→ [Wg
collapse−−−−→ S2 ∨Wg

ω∨f−−→ Z] =: [ω] · [f ] . (3.13)

This map defines a left group action of π2Z on the set π0Map∗(Wg, Z).

Proof. Recall from Remark 2.0.10 that the addition rule of π2Z can be described as

[S2 ω2−→ Z] + [S2 ω1−→ Z] = [S2 collapseS1−−−−−−→ S2 ∨ S2 ω2∨ω1−−−→ Z]

where the map S2
collapseS1−−−−−−→ S2∨S2 collapses some fixed great circle containing the basepoint.

Then we have that

[ω2] · ([ω1] · [f ]) = [ω2] · [Wg
collapse−−−−→ S2 ∨Wg

ω1∨f−−−→ Z] = [Wg
collapse−−−−→ S2 ∨Wg

ω2∨(ω1·f)−−−−−→ Z]

= [Wg
collapse−−−−→ S2 ∨Wg

ω2∨collapse−−−−−−→ S2 ∨ (S2 ∨Wg)
ω2∨(ω1∨f)−−−−−−→ Z]
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= [Wg
collapse−−−−→ S2 ∨Wg

collapseS1∨id−−−−−−−−→ S2 ∨ S2 ∨Wg
ω2∨ω1∨f−−−−−→] = ([ω2] + [ω1]) · [f ] .

Next, the identity element of π2Z is [e] = [S2
constz0−−−−→ Z], the constant map at the base point.

Then

[e] · [f ] = [Wg
collapse−−−−→ S2 ∨Wg

constz0∨f−−−−−→ Z] = [Wg
f−→ Z] = [f ] .

Therefore the map (3.13) does indeed define a group action.

Consider the set

(π1Z)2g
Com := {([α1], [β1], . . . [αg], [βg]) ∈ (π1Z)2g : [α1, β1][α2, β2] . . . [αg, βg] = [e]} ⊂ (π1Z)2g

where [α1, βi] = αiβiα
−1
i β−1

i is the commutator of αi and βi. Now consider the map

Φ : π0Map∗(Wg, Z)/π2Z −→ (π1Z)2g
Com (3.14)

[Wg
f−→ Z] 7→ ([f |a1 ], [f |b1 ], . . . , [f |ag ], [f |bg])

where ai, bi are the 1-cells of Wg.

Let (Z, z0) be a based space. Restricting a based map Wg −→ Z along its one skeleton,

(S1)∨2g ∼= sk1 ↪→ Wg −→ Z, results in a map Map∗(Wg, Z) → Map∗((S
1)∨2g, Z) ∼= (ΩZ)2g.

Applying π0 to this map results in the map

Φ̃ : π0Map∗(Wg, Z) −→ (π1Z)2g .
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Observation 3.0.52. The map Φ̃ factors

π0Map∗(Wg, Z) (π1Z)2g

π0Map∗(Wg, Z)/π2Z (π1Z)2g
Com .

q

Φ̃

Φ

inc.

Indeed, for a based map f : Wg −→ Z, the commutative diagram:

∂D2 sk1

D2 Wg Z

i

c

f

reveals that Φ̃([f ]) ∈ (π1Z)2g
Com. Furthermore, the map (3.14) is well defined. Indeed, Wg is

obtained by gluing the boundary of a 2-disk to the 1-skeleton by a1b1a
−1
1 b−1

1 . . . agbga
−1
g b−1

g . So

given a continuous based map, f : Wg → Z, restricting to the 1-skeleton results in based loops

f |a1 , f |b1 , . . . f |ag , f |bg in Z for which f |a1f |b1f |−1
a1
f |−1
b1
. . . f |agf |bgf |−1

ag f |
−1
bg

is contractible.

Suppose [f ] = [ω] · [g], i.e. [f ] and [g] are in the same orbit of (3.13). As the disk we

collapse along in our action does not intersect the 1-skeleton on Wg other than at the

base point, restricting f and g to the 1-skeleton will be equal up to homotopy. That is

[f |a1 ] = [g|a1 ], . . . , [f |bg ] = [g|bg ], and so the map (3.14) is well defined.

Lemma 3.0.53. Let (Z, z0) be a based space. The map Φ from equation (3.14) is surjective.

Proof. To see that (3.14) is surjective take any ([α1], [β1], . . . [αg], [βg]) ∈ (π1Z)2g for which

[α1, β1][α2, β2] . . . [αg, βg] = [e] .

We can construct [f̃ ] ∈ π0Map∗(Wg, Z) as follows: f̃ maps the 0-cell of Wg to the base point

of Z. For the 1-skeleton of Wg we have f̃(a1) = αi, f̃(bi) = βi. And finally the 2-cell of Wg is
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mapped to the disk bounded by [α1, β1][α2, β2] . . . [αg, βg]. Then

(Φ ◦ q)([f̃ ]) = [α1, β1][α2, β2] . . . [αg, βg],

which shows Φ ◦ q is surjective, this implies that Φ is also surjective.

Lemma 3.0.54. Fix some ([ᾱ], [β̄]) := ([α1], [β1], . . . [αg], [βg]) ∈ (π1Z)2g
Com, and fix some

f ∈ Map∗(Wg, Z) such that Φ̃([f ]) = ([ᾱ], [β̄]). Let [g] ∈ Φ̃−1([ᾱ], [β̄]). Then there is some

representative grep ∈ [g] such that grep|sk1 = f |sk1 .

Proof. The inclusion sk1 ↪→ Wg is a cofibration. Therefore, the restriction map

R : Map∗(Wg, Z)→ Map∗(sk1, Z); g 7→ g|sk1

is a fibration. There is a homotopy γ in Map∗(sk1, Z) from g|sk1 to f |sk1 . Consider the

following diagram:

{0} <g> //

��

Map∗(Wg, Z)

R
��

I
γ //

γ̃
55

Map∗(sk1, Z) .

Given that R is a fibration and the path-lifting property, there is a lift γ̃ : I → Map∗(Wg, Z).

Then take grep = γ̃(1), and as the diagram commutes we will have that grep|sk1 = f |sk1 , and

g ' grep.

For a based map f : Wg → Z such that Φ̃([f ]) = ([ᾱ], [β̄]) and [g] ∈ Φ̃−1([ᾱ], [β̄]), define the

map

(grep glue f) : S2 = D2 ∪∂D2 D2 g|D2∪f̄ |D2−−−−−→ Z

where f̄ |D2 = f |D2 ◦ “flip”. Here the map “flip” : D2 → D2 is an orientation reversing

diffeomorphism which preserves the basepoint of D2.
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Lemma 3.0.55. For [ω] ∈ π2Z we will show that for some representative (ωf)rep ∈ [ωf ],

that (
(ωf)rep

)
sk1

= f |sk1 and [(ωf)rep glue f ] = [ω] .

Proof. Choose a representative (ωf)rep ∈ [ωf ] such that (ωf)rep|sk1 = f |sk1 , this is possible

by Lemma 3.0.54. As the disk whose boundary we collapse along in ωf avoids the 1-skeleton

of Wg (except at the basepoint) we see that the map ((ωf)rep glue f) is homotopic with the

composition

S2 collapseS1−−−−−−→ S2 ∨ S2 ω∨(frep glue f)−−−−−−−−−→ Z (3.15)

for some frep ∈ [f ] (here we can take frep = f). Now we will show that (frep glue f) ' constz0

and as such we see that (3.15) is homotopic to ω. We have that the map (frep glue f) factors

as follows:

S2 = D2 ∪∂D2 D2 D2 Z
idD2 ∪“flip”

(frep glue f)

f

and as D2 is contractible this map is null homotopic. Therefore, as (3.15) is homotopic to ω

and we have that [(ωf)rep glue f ] = [ω].

Lemma 3.0.56. Let [g] ∈ Φ̃−1([ᾱ], [β̄]). Let grep ∈ [g] be such that grep|sk1 = f |sk1 , as from

Lemma 3.0.54. Then [(grep glue f)] · [f ] = [g].

Proof. Fix some map between pairs h : (I2, ∂I2 − Itop) → (D2, ∗) that restricts to interiors

as a homoeomorphism, where I2 := [0, 1]×2 and h collapses the bottom, left, and right

components of ∂I2. Now take the rectangle R := [0, 1] × [0, 3] with subrectangles I2
A :=

[0, 1]× [0, 1], I2
b := [0, 1]× [1, 2], and I2

C := [0, 1]× [2, 3]. Consider the piecewise map

Ψ : R −→ Z
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given by

Ψ(s, t) =


f |D2 ◦ h(s, t− 2) (s, t) ∈ I2

C

f |D2 ◦ h(s, 2− t) (s, t) ∈ I2
B

grep|D2 ◦ h(s, t) (s, t) ∈ I2
A .

Note that Ψ is well defined because f |D2 ◦ h(s, 1) = grep|D2 ◦ h(s, 1) as h(s, 1) ∈ ∂D2 and

f |∂D2 = grep|∂D2 . Now consider the following commutative diagram

I2 D2 S2 ∨ D2

R Z

h collapse

(grep∪∂D2 f̄)∨f |D2

Ψ

s

where s : R→ I2 is the rescaling map (x, y) 7→ (x, y
3
). Note the identity:

(grep ∪∂D2 f̄) ∨ f |D2 ◦ collapse =
(
(grep glue f) · f

)
|D2 .

Now observe the following strict pushout diagram:

∂R ∂D2

R D2 .

(h◦s)|∂R

inc. inc.

h◦s

Combining this with the pushout (3.5) we have that the following is also a pushout diagram:

∂R ∂D2 (S1)∨2g

R D2 Wg .

(h◦s)|∂R

inc. inc.

c

inc.

h◦s

Then crossing all maps with the interval I we have that the following diagram is also a
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pushout diagram:

∂R× I ∂D2 × I (S1)∨2g × I

R× I D2 × I Wg × I.

(h◦s)|∂R×id

inc.×id inc.×id

c×id

inc.×id

(h◦s)×id

Therefore a homotopy H : Wg× I → Z between two maps f0, f1 is equivalent to a homotopy

H̃ : R×I → Z between maps f̃0 = f0|D2 ◦h◦s and f̃1 = f1|D2 ◦h◦s that satisfy the following

conditions on the boundary:

H̃|(∂R−Itop)×I = constz0 (3.16a)

H̃|Itop×I is constant in the I direction, i.e. H̃|Itop×I factors through the map

Itop × I
projItop−−−−→ Itop

c−→ sk1 . (3.16b)

In other words, applying Map∗(−, Z) to the homotopy pushout diagram (3) results in the

homotopy pullback diagram below,

Map∗(Wg × I, Z) Map∗(sk1 × I, Z) Map∗(∂D2 × I, Z)

Map∗(D2 × I, Z) Map∗(R× I, Z) Map∗(∂R× I, Z) .

(3.17)

Then given a homotopy H̃ ∈ Map∗(R × I, Z) between maps f̃0 and f̃1 which satisfies the

conditions on the boundary specified above, (3.16a) and (3.16b), there exists an element

Hsk1 ∈ Map∗(sk1 × I, Z) for which H̃ and Hsk1 are mapped in diagram (3.17) to the same

element of Map∗(∂R × I, Z). Therefore, there exists an element of H ∈ Map∗(Wg × I, Z)

which maps to both H̃ and Hsk1 . In particular, H̃ = H|D2 ◦ h ◦ s and as H̃ was a homotopy

between f̃0 and f̃1 we must have that H is a homotopy between f0 and f1.
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Now consider the following map Φ : R
s−→ I2 h−→ D2 grep|D2

−−−−→ Z. We will show that

Ψ is homotopic to Φ and furthermore that this homotopy satisfies the conditions (3.16a)

and (3.16b). As both Ψ and Φ begin by rescaling R to I2 by a basic homeomorphism we

will consider a homotopy from I2, and so we will indicate a map H̃ : I2 × I → Z. Then

precompose by scaling to get a homotopy H̃ ◦ (s× id) : R× I → Z.

Recall that for a map γ : I → Z, the map γ̄ ∗γ : I → Z, defined by rescaling the domain

and concatenating is nullhomotopic. A diagram for such null-homotopy is given below in

Figure 3.4. This generalizes to higher dimensions. Specifically for a map f : I2 → Z we

may rescale the domain and concatenate to get the map f̄ ∗ f : I2 → Z which is again

nullhomotopic. Now ΨI2C∪I
2
B

= f̄ ∗ f ' constz0 and so Ψ ' constz0 ∗ grep ' grep. Therefore we

have that grep ' Ψ ' (grep glue f) · f and thus [g] = [grep] = [(grep glue f) · f ]. Figure 3.5

indicates this homotopy H̃. Notice that for every t we have that H̃t|Itop×{t} maps to Z by

Itop × {t}
h|Itop−−−→ S1 c−→ sk1

f(sk1)−−−→ Z .

Also for every t, we have H̃|(∂I2−Itop)×{t} is mapped into Z by

(∂I2 − Itop)× {t}
h|∂I2−Itop−−−−−−→ ∗ 〈z0〉−−→ Z .

Therefore our homotopy H̃ satisfies the conditions (3.16a) and (3.16b) above. Thus we

have that the associated maps grep : Wg → Z and (grep glue f) · f : Wg → Z, to Φ and Ψ

respectively, are also homotopic. So finally [grep] = [(grep glue f)·f ], proving our Lemma.

Proposition 3.0.57. Let f ∈ Map∗(Wg, Z). Consider its orbit by the action (3.13):

Orbit(f) : π2Z −→ π0Map∗(Wg, Z)
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γ̄ γ

Figure 3.4: A basic homotopy from γ̄γ to
constz0 . The shaded region indicates the
map being constant in the x−axis

grep f̄ f

grep

Figure 3.5: The homotopy H̃ from Ψ to Φ.
The red indicates Itop and the blue indicates

∂I2−Itop. The shaded region indicates H̃ being
constant along the x−axis.

[ω] 7→ [ω] · [f ] =: [ωf ].

The map Orbit(f) is injective. Furthermore, the image of this orbit map equals the preimage

by Φ̃ of Φ̃([f ]) :

Image(Orbit(f)) ∼= Φ̃−1(Φ̃(f)) ⊂ π0Map∗(Wg, Z) .

Proof. Denote ([ᾱ], [β̄]) = Φ̃([f ]). For a based map g : Wg −→ Z for which g|sk1 = f |sk1 ,

recall the map

(grep glue f) : S2 = D2 ∪∂D2 D2 g|D2∪f̄ |D2−−−−−→ Z

where f̄ |D2 = f |D2 ◦ (“flip” D2).

Now we’ll use Lemmas 3.0.55 and 3.0.56 to show that there is a bijection

Image(Orbit(f)) ∼= Φ̃−1([ᾱ], [β̄])

and that Orbit(f) is injective for all f .
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Suppose we have [g] ∈ π0Map∗(Wg, Z) for which there exists some [ω] ∈ π2Z such that

[ω] · [f ] = [g]. Then q([g]) = q([f ]) and hence Φ̃([g]) = Φ̃([f ]) = ([ᾱ], [β̄]). Therefore

[g] ∈ Φ̃−1([ᾱ], [β̄]) showing that Image(Orbit(f)) ⊂ Φ̃−1([ᾱ], [β̄]).

Now let [g] ∈ Φ̃−1([ᾱ], [β̄]). By Lemma 3.0.54, there is some representative grep ∈ [g] for

which grep|sk1 = f |sk1 . Use this grep to construct the map (grep glue f) and by Claim 3.0.56,

we have that

[(grep glue f)] · [f ] = [g] .

Therefore [g] ∈ Image(Orbit(f)) showing Φ̃−1([ᾱ], [β̄]) ⊂ Image(Orbit(f)), and so we have

that Image(Orbit(f)) ∼= Φ̃−1([ᾱ], [β̄]).

We now show that Orbit(f) is injective. Suppose that

Orbit(f)([ω1]) = [ω1f ] = [ω2f ] = Orbit(f)([ω2]) .

Then we know by claim 3.0.55 that there are some representatives (ω1f)rep ∈ [ω1f ] = [ω2f ] 3

(ω2f)rep such that

[ω1] = [(ω1f)rep glue f ] and [ω2] = [(ω2f)rep glue f ] .

Now as (ω1f)rep ' (ω2f)rep we have that
(
(ω1f)rep glue f

)
'
(
(ω2f)rep glue f

)
, therefore

[ω1] = [(ω1f)rep glue f ] = [(ω2f)rep glue f ] = [ω2]
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showing that the map Orbit(f) is injective.

Proposition 3.0.58. The map Φ defined in (3.14) is a bijection of sets. Furthermore the

action of π2Z on π0Map∗(Wg, Z) described above is free, thus by the Orbit-Stabilizer Theorem

there is bijection

π0Map∗(Wg, Z) ∼= π2Z × (π1Z)2g
Com .

Proof. We’ve already shown that Φ is surjective, so we now turn to injectivity. Consider the

following diagram:

π0Map∗(Wg, Z)

π0Map∗(Wg, Z)/π2Z (π1Z)2g
Com .

q

Φ

Given [f ], [g] ∈ π0Map∗(Wg, Z)/π2Z for which Φ([f ]) = Φ([g]). Then there are corresponding

[f̃ ], [g̃] ∈ π0Map∗(Wg, Z) such that (Φ ◦ q)([f̃ ]) = (Φ ◦ q)([g̃]). Therefore, [f̃ ] and [g̃] lie in the

preimage for some fixed element of (π1Z)2g
Com i.e.

[f̃ ], [g̃] ∈ (Φ ◦ q)−1(([α1], [β1], . . . [αg], [βg])) .

By Proposition 3.0.57 there is some [ω] ∈ π2Z for which [ω] · [f̃ ] = [g̃]. Therefore

[f ] = q([f̃ ]) = q([ω] · [f̃ ]) = q([g̃]) = [g]

showing that Φ is injective.

We showed in Proposition 3.0.57 that for each f ∈ Map∗(Wg, Z) the orbit map

Orbit(f) : π2Z → π0Map∗(Wg, Z); [ω] 7→ [ω] · [f ]

is injective, therefore only [constz0 ] 7→ [constz0 ] · [f ] ' [f ]. All other [ω] ∈ π2Z must map to
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other distinct elements in π0Map∗(Wg, Z). Therefore for any [f ] ∈ π0Map∗(Wg, Z) we have

that [ω] · [f ] ' [f ] implies that [ω] ' [constz0 ] showing that our action is free.

Corollary 3.0.59. We have the following bijection of sets:

π0Map(Wg, Z) ∼= π0Map∗(Wg, Z)/π1Z
∼=
(
(π1Z)2g

Com × π2Z
)
/π1Z

.

In the case that Z is a simple space this reduces to

π0Map(Wg, Z) ∼= (π1Z)2g × π2Z .

Proof. The first bijection is Lemma 3.0.48 and the second bijection is Proposition 3.0.58.

In the case that Z is simple we have that (π1Z)2g = (π1Z)2g
Com and the action of π1Z on(

(π1Z)2g
Com × π2Z

)
will be trivial, as in Corollary 3.0.50.

Comparing Homotopy Fibers

Lemma 3.0.60. Let n > 2. There is a homotopy-equivalence between homotopy-fibers

hofibε2Wg

(
Map (Wg,Gror

2 (n))→ Map (Wg,BSO(2))
)
'

hofibτWg

(
Map (Wg,Gror

2 (n))→ Map (Wg,BSO(2))
)
.

Proof. Because the topological group SO(2) is abelian, then the classifying space BSO(2) '

CP∞ has the structure of a continuous group. From Observation 3.0.39, and Equation 3.9

there are homotopy-equivalences among continuous groups:

Map(Wg,BSO(2)) ' BSO(2)×Map∗(Wg,BSO(2)) '
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BSO(2)× ΩBSO(2)2g × Ω2BSO(2) ' BSO(2)× SO(2)2g × Z ,

η 7−→
(
η|∗, η| sk1(Wg), χ(η)

)
.

In particular, there is a bijection π0 Map(Wg,BSO(2)) ∼= Z, and every map Wg
η−→ BSO(2) is

homotopic with a map for which the restrictions η|∗ = ∗ and η| sk1(Wg) = const∗ are constant.

Now, fix a map (Wg
η−→ BSO(2)) ∈ Map(Wg,BSO(2)) for which the Euler class χ(η) ∈ Z is

even.

Recall from Observation 3.0.44 the pushout among topological spaces:

∂D2 c //

��

sk1(Wg)

��
D2 //Wg.

Because the left vertical map is a cofibration, this pushout is a homotopy-pushout. Therefore,

for each space Z, applying Map(−, Z) to this square results in a pullback square, which is

also a homotopy-pullback square:

Map(Wg, Z) restriction //

restriction
��

Map(D2, Z)

restriction
��

Map(sk1(Wg), Z) restriction //Map(∂D2, Z).

This homotopy-pullback square is evidently functorial in the space Z. There results a

homotopy-pullback square among homotopy-fibers:

hofibη
(

Map (Wg,Gror
2 (n))→ Map (Wg,BSO(2))

)
//

��

hofibη|D2

(
Map (D2,Gror

2 (n))→ Map (D2,BSO(2))
)

��

hofibη| sk1(Wg)

(
Map (sk1(Wg),Gror

2 (n))→ Map (sk1(Wg),BSO(2))
)

// hofibη|∂D2

(
Map (∂D2,Gror

2 (n))→ Map (∂D2,BSO(2))
)
.

(3.18)
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Now, let A → Wg be any of the canonical maps from sk1(Wg) or ∂D2 or D2. Note that the

restriction η|A is homotopic with a constant map at the base point of BSO(2). Therefore,

the homotopy-fiber is homotopy-equivalent with a space of maps to a Stiefel-space:

hofibη|A ' hofibconst∗ (3.19)

' Map(A, hofib∗)

' Map(A,V2(n)).

Next, the canonical right-action SO(2) y SO(n)/SO(n−2) = V2(n) determines a canonical

right-action:

Z '−→ ΩSO(2) ' Ω(ΩBSO(2))→ Ω(Map(S1,BSO(2))) y Ω Map(S1,V2(n)) .

With respect to this action, and the above homotopy-equivalences of homotopy-fibers, the

homotopy-pullback diagram (3.18) is homotopy-equivalent with an outer homotopy-pullback

diagram:

hofibη
(

Map (Wg,Gror
2 (n))→ Map (Wg,BSO(2))

)
//

��

�η
//

��

V2(n)

restriction

��
Map (sk1(Wg),V2(n))

−◦c //Map (∂D2,V2(n))
·χ(η) //Map (∂D2,V2(n)) ,

(3.20)

where �η is the homotopy-pullback in the right square, and where the horizontal map in

the bottom right is the group-action by the element χ(η). Because χ(ε2Wg
) = 0 ∈ Z, then

the horizontal map in the bottom right is the identity map, which implies the canonical

map �ε2Wg
→ V2(n) is the identity map. Since group-actions are by homotopy-equivalences,

then the proof is complete upon constructing a homotopy-equivalence filling a homotopy-
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commutative square:

V2(n) '
//

restriction
��

V2(n)

restriction
��

Map (∂D2,V2(n))
·χ(η) //Map (∂D2,V2(n)) .

(3.21)

We make the downrightward map in (3.21) explicit. For each 1 ≤ k, ` ≤ n, right- and

left-multiplication make SO(n) into a SO(k)op × SO(`)-space. In particular, taking orbits

with respect to this right action results in a SO(`)-equivariant map

OrbitSO(k)op : SO(n) −→ Map(SO(k), SO(n)) , A 7→ (B 7→ AB) .

Note that these SO(`)-equivariant orbit maps fit into a commutative diagram among SO(`)-

spaces:

SO(n)
OrbitSO(3)op

//

OrbitSO(2)op **

Map(SO(3), SO(n))

restriction
��

Map(SO(2), SO(n)).

(3.22)

Now, using that χ(η) is assumed to be even, choose an extension:

Gη : ∂D2

��

∼= // SO(2) A 7→Aχ(η) // SO(2) // SO(3)

D2

Hη

22

.

Applying Map(−, SO(n)) to this diagram, and concatenating the result with (3.22),

determines a commutative diagram among SO(`)-spaces:

SO(n)
OrbitSO(3)op

//

OrbitSO(2)op **

Map(SO(3), SO(n))

restriction
��

−◦Hη //Map(D2, SO(n))

restriction
��

ev∗
'
// SO(n)

Map(SO(2), SO(n))
−◦Gη //Map(∂D2, SO(n)).

(3.23)
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Note that the top horizontal composite map is the identity map on SO(n), and is in particular

a homotopy-equivalence. Taking SO(`)-quotients, for ` = n − 2, results in a homotopy-

commutative diagram among spaces,

V2(n) //

**

Map(D2, SO(n))/SO(n−2)

��

ev∗
'

// V2(n)

restriction
��

Map(∂D2, SO(n))/SO(n−2)
//Map(∂D2,V2(n)),

(3.24)

in which the top horizontal composite map is a homotopy-equivalence. Direct inspection

reveals that the composite map V2(n) → Map(∂D2,V2(n)) in (3.24) agrees with the down-

then-right composite map in (3.21). So this diagram (3.24) supplies the sought filler in (3.21).

Proof of Theorem W

We will now apply the work from the previous sections to prove the main theorem of

this Chapter.

Proof of Theorem W.

Recall from Equation (3.2) that the space Imm(Wg,M) is weakly homotopy equivalent to

the space

Map(Wg,M)×Map/BSO(2)(Wg,Gror
2 (n)) .

Therefore, for k ≥ 0 we have

πkImm(Wg,M) ∼= πkMap(Wg,M)× πkMap/BSO(2)(Wg,Gror
2 (n)) . (3.25)
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Now by Lemma 3.0.60 we have that

hofibε2Wg

(
Map (Wg,Gror

2 (n))→ Map (Wg,BSO(2))
)
'

hofibτWg

(
Map (Wg,Gror

2 (n))→ Map (Wg,BSO(2))
)

=: Map/BSO(2)(Wg,Gror
2 (n))

and we have that

hofibε2Wg

(
Map (Wg,Gror

2 (n))→ Map (Wg,BSO(2))
)
'

Map(Wg, hofib∗(Gror
2 (n)

γ2−→ BSO(2))) ' Map(Wg,V2(n)) .

Therefore, we may rewrite Equation (3.25) as

πkImm(Wg,M) ∼= πkMap(Wg,M)× πkMap(Wg,V2(n)) . (3.26)

For k ≥ 1, Proposition 3.0.46 implies that

πkMap(Wg,M) ∼= πkM × (πk+1M)2g × πk+2M (3.27)

and

πkMap(Wg,V2(n)) ∼= πkV2(n)× (πk+1V2(n))2g × πk+2V2(n) . (3.28)

Combining equations (3.27) and (3.28) results in the isomorphism

πkImm(Wg,M) ∼= πkM × (πk+1M)2g × πk+2M × πkV2(n)× (πk+1V2(n))2g × πk+2V2(n)

for k ≥ 1.

Now turning our attention to the connected components of Imm(Wg,M), we first consider the

case where M is connected.

Lemma 3.0.61. For Mn a smooth, connected, paralleizable manifold of dimension n > 2, we have
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the following bijection:

π0Imm(Wg,M) ∼=
(
(π1M)2g

Com × π2M
)
/π1M

× (π1V2(n))2g × π2V2(n) .

Proof. From Equation (3.26) we have that

π0Imm(Wg,M) ∼= π0Map(Wg,M)× π0Map(Wg,V2(n)) .

Corollary 3.0.59 shows the bijection,

π0Map(Wg,M) ∼=
(
(π1M)2g

Com × π2M
)
/π1M

. (3.29)

Now it is true that V2(n) is simple, as discussed in Chapter 2, and so by Corollary 3.0.59 we have

that

π0Map(Wg,V2(n)) ∼= (π1V2(n))2g × π2V2(n) . (3.30)

Then combining equations (3.29) and (3.30) we have that

π0Imm(Wg,M) ∼=
(
(π1M)2g

Com × π2M
)
/π1M

× (π1V2(n))2g × π2V2(n) .

Observation 3.0.62. Because Wg is connected, the image of any immersion Wg → M must be

contained in a single connected component of M . Therefore, we have the following homeomorphism

∐
α∈π0M

Imm(Wg,Mα)
≈−→ Imm(Wg,M)

where the Mα’s are the connected components of M. Thus, we have the following bijection

∐
α∈π0M

π0Imm(Wg,Mα)
∼=−→ π0Imm(Wg,M).
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Then for the case that M is not necessarily connected, using both Lemma 3.0.61 and

Observation 3.0.62 we have that

π0Imm(Wg,M) ∼=
∐

α∈π0M
π0Imm(Wg,Mα) ∼= π0M×

(
(π1M)2g

Com×π2M
)
/π1M

×(π1V2(n))2g×π2V2(n)

which completes the proof of Theorem W.

Immersions from Tori

Self-Covers

In the case of genus 1, each immersion T2 f−→ M determines a host of others that are

attained by precomposing f by a self-cover, or isogeny, of T2. This is succinctly phrased as an

action of the topological monoid Imm(T2,T2)op on Imm(T2,M). For considering homotopy

groups, it is convenient to consider based immersions, for some choice of base point of T2

and of M , which is an action of the topological monoid Imm0(T2,T2)op on Imm0(T2,M).

In Chapter 4, this topological monoid Imm0(T2,T2) is explicitly identified up to homotopy-

equivalence, as the discrete monoid of invertible 2× 2 matrices with integer coefficients:

H1 : Imm0(T2,T2)
'−→ E2(Z) :=

{
2×2 integral matrices with nonzero determinant

}
⊂ GL2(R) .

So, for each k ≥ 0, we have a canonical action

E2(Z)op y πk Imm(T2,M) . (3.31)

So our characterization of immersions from tori (Theorem W) can be refined by identifying

how E2(Z)op acts on the righthand side of Theorem W, thereby characterizing immersions of

tori up to isogeny. For simplicity, we assume M is path-connected and simple, so that our

characterization of πkImm(T2,M) in Theorem W becomes uniform.
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Proposition 3.0.63.

1. For each space Z, pre-composition defines a continuous action

Imm(T2,T2)op y Map(T2, Z) .

Furthermore, for each map between spaces A
g−→ Z, the continuous map

Map(T2, A)
g◦−−−−→ Map(T2, Z)

is Imm(T2,T2)op-equivariant.

2. The tangent bundle τT2 ∈ Map(T2,BO(2)) canonically lifts to the homotopy-fixed-points:

τT2 ∈ Map(T2,BO(2))h Imm(T2,T2)op

.

Also, the trivial bundle εT2 ∈ Map(T2,BO(2)) canonically lifts to the homotopy-fixed-

points:

εT2 ∈ Map(T2,BO(2))h Imm(T2,T2)op

.

3. There are continuous actions on the homotopy-fibers,

Imm(T2,T2)op y hofiberτT2

(
Map(T2,Gror

2 (n))→ Map(T2,BO(2))
)

and

Imm(T2,T2)op y hofiberεT2

(
Map(T2,Gror

2 (n))→ Map(T2,BO(2))
)
,

with respect to which the canonical maps

hofiberτT2

(
Map(T2,Gror

2 (n))→ Map(T2,BO(2))
)
−→ Map(T2,Gror

2 (n))
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and

hofiberεT2

(
Map(T2,Gror

2 (n))→ Map(T2,BO(2))
)
−→ Map(T2,Gror

2 (n))

are Imm(T2,T2)op-equivariant.

Proof. Statement (1) is clear.

Statement (3) follows formally from statement (2). Indeed, let M be a monoid acting

on spaces X and Y . Let X
f−→ Y an M -equivariant map. Let y ∈ Y be a point. A lift of

y ∈ Y to the homotopy-fixed-points y ∈ Y hM is precisely the structure of the map

∗ 〈y〉−−−→ Y

being M -equivariant. So, let y ∈ Y hM be such a lift. Then consider the homotopy-pullback

in M -spaces:

hofiberMy (f) //

��

X

f

��
∗ 〈y〉 // Y.

Because the forgetful functor from M -spaces to spaces preserves homotopy-limits, then the

underlying space of hofiberMy (f) is hofibery(f). In other words, hofibery(f) has the structure

of an M -action, with respect to which the forgetful map hofibery(f)→ X is M -equivariant.

It remains to prove statement (2). As εT2 ∈ Map(T2,BO(2)) is the constant map, it is

clearly fixed with respect to the Imm(T2)op-action by precomposition. In other words, each

immersion T2 f−→ T2 determines a pullback among vector bundles:

T2 × R2 f×id //

��

T2 × R2

��
T2 f // T2;
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for T2 g−→ T2 another immersion, clearly (g ◦ f, id) = (g, id) ◦ (f, id). Next, each immersion

T2 f−→ T2 determines a pullback among vector bundles:

TT2 Df //

��

TT2

��
T2 f // T2.

For T2 g−→ T2 another immersion, the chain rule grants an identity D(g ◦ f) = Dg ◦Df .

Observation 3.0.64. Let V be an abelian group.

1. There is a canonical action of E2(Z)op on V 2 given as follows. For A =

a b

c d

, and

for (u, v) ∈ V 2, then

A · (u, v) := AT

u
v

 :=

au+ cv

bu+ dv

 .

2. There is a canonical action of E2(Z)op on V given as follows. For A =

a b

c d

, and for

v ∈ V 2, then

A · v := det(AT )v := (ad− bc)v .

3. There is a canonical action of E2(Z)op on V given as follows. For A =

a b

c d

, and for

v ∈ V 2, then

A · v := | det(AT )|v := |(ad− bc)|v .
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Observation 3.0.65. Let M be a framed based n-manifold that is path-connected and

simple. For each k ≥ 0, pre-composition defines an action of the monoid E2(Z)op =
(3.31)

π0 Imm0(T2,T2)op of path-components of based self-immersions of the torus on the abelian

group πk Imm(T2,M). Under our assumption that M is simple, π1M must be abelian.

Therefore all of the factors under the identification in Theorem W will be abelian, so indeed

πkImm(T2,M) will be abelian for all k. We now give an explicit description of this action.

For A ∈ E2(Z)op and [ω] = [Sk
ω−→ Imm(T2,M)] where ω(p) = ωp : T2 →M, we define

A · [ω] := [Sk
A∗ω−−→ Imm(T2,M)]

where A∗ω(p) = ωp ◦ (T2 A−→ T2). For k = 0 we have that E2(Z)op 3 A acts on [f ] ∈

π0 Imm(T2,M) by A · [f ] = [f ◦ A].

Proposition 3.0.66. The bijection of Corollary 3.0.59,

π0Imm(T2,M) ∼= (π1M)2 × π2M × (π1V2(n))2 × π2V2(n) ,

is equivariant with respect to the E2(Z)op-action of Observation 3.0.65 on the lefthand side,

and the E2(Z)op-actions of Observation 3.0.64 on the righthand side. Specifically, for T2 f−→

M a based immersion and for

(
(af , bf ), cf , (uf , vf ), df

)
∈ (π1M)2 × π2M × (π1V2(n))2 × π2V2(n) ,

its corresponding element through Corollary 3.0.59, then the action on this element by A ∈

E2(Z) is

[f ◦ A] 7→
(
AT (af , bf ), det(AT )cf , A

T (uf , vf ), | det(AT )|df
)
.

Remark 3.0.67. The action explicated in Proposition 3.0.66 is rather simple for n large.
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Indeed, the only natural number n for which π1V2(n) 6= 0 is the case n = 3, in which case

π1V2(n) ∼= Z/2Z; the only natural number n for which π2V2(n) 6= 0 is the case n = 4, in

which case π2V2(n) ∼= Z.

Proof of Proposition 3.0.66. In route to Theorem W we had the homotopy equivalence

Imm(T2,M)
'−→ Map(T2,M)×Map/BO(2)(T2,Gror

2 (n)) .

which is E2(Z)op−equivariant.

Notice the action

E2(Z)op ↪→ GL2(R)op y V2(n) , A ·B := BA . (3.32)

This action, together with the precomposition-action by E2(Z)op ⊂ Imm(T2,T2)op, define an

action

E2(Z)op diagonal−−−−→ E2(Z)op × E2(Z)op y Map(T2,V2(n)) . (3.33)

Claim 3.0.68. There is a homotopy equivalence

Map/BO(2)(T2,Gror
2 (n))

'−→ Map(T2,V2(n))

which is E2(Z)op−equivariant with respect to the E2(Z)op-action on Map/BO(2)(T2,Gror
2 (n)) of

Proposition 3.0.63, and the E2(Z)op-action on Map(T2,V2(n)) of (3.33).

Proof. Observe the sequence of homotopy-equivalences, each of which is evidently

E2(Z)op−equivariant:

Map/BO(2)(T2,Gror
2 (n)) := hofibτT2 (Map(T2,Gror

2 (n))
γ2◦−−−−→ Map(T2,BO(2)))
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(1)
' hofibε2

T2
(Map(T2,Gror

2 (n))
γ2◦−−−−→ Map(T2,BO(2)))

(2)
' Map(T2, hofib∗(Gror

2 (n)
γ2−→ BO(2)))

(3)
' Map(T2,V2(n)) .

The homotopy equivalence (1) is because τT2 ' ε2T2 as elements of Map(T2,BO(2)). The

homotopy equivalence (2) is due to the universal property of homotopy fibers:

hofibconst∗(Map(X,E)→ Map(X,B)) ' Map(X, hofibconst∗(E → B)) .

The homotopy equivalence (3) is because the following is a homotopy pullback diagram:

V2(n) //

��

Gror
2 (n)

��
∗ // BO(2) .

Consequently, we have a E2(Z)op-equivariant homotopy-equivalence:

Imm(T2,M) ' Map(T2,M)×Map(T2,V2(n)) ∼= Map(T2,M × V2(n)) .

So we will consider Map(T2, Z) for Z a general path-connected, simple space with a E2(Z)op-

action. Recall from Corollary 3.0.50 the following bijection:

π0Map∗(T2, Z)
∼=−→ π0Map(T2, Z),

which is E2(Z)op−equivariant because the action E2(Z) y T2 preserves 0 ∈ T2 and Z is
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simple. Now for Z path-connected and simple, observe that the map

Map∗(T2, Z)
π1(−)−−−→ Homo(π1T2, π1Z)

is evidently E2(Z)op−equivariant.

The map

Homo(π1T2, π1Z)→ π1Z
2 , h 7→

(
h(1, 0), h(0, 1)

)
,

is an isomorphism as π1Z is abelian. Applying π0 results in a projection map:

π0Imm(T2,M)
∼=−→ π0Map∗(T2,M × V2(n))→ (π1M)2 × (π1V2(n))2 . (3.34)

Claim 3.0.69. The map (3.34) is E2(Z)op−equivariant with respect to the action on the

domain induced by (3.33), and the formal action of Observation 3.0.64(1) on the codomain.

Proof. The action (3.32) determines an action of

E2(Z)op y π1(V2(n)) , (3.35)

and thereafter an action of E2(Z)op on π1(V2(n))2. By inspection, this action commutes with

the formal action of E2(Z)op on π1(V2(n))2 of Observation 3.0.64(1), resulting in a diagonal

action:

E2(Z)op diagonal−−−−→ E2(Z)op × E2(Z)op y π1(V2(n))2 . (3.36)

This action, together with the formal action of Observation 3.0.64(1) on π1(M)2, results in

a diagonal action of E2(Z)op:

E2(Z)op diagonal−−−−→ E2(Z)op × E2(Z)op y π1(M)2 × π1(V2(n))2 ∼= π1(M × V2(n))2 . (3.37)
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Now, by construction of the E2(Z)op-action on the domain of the map in the claim, this

map is clearly equivariant with respect to the action (3.37) on the codomain. So it remains

to show that the action (3.37) agrees with the formal action of Observation 3.0.64(1). This

is to show that the action (3.35) is trivial. Because

π1(V2(n)) =


Z/2Z , if n = 3

0 , if n > 3

,

then the group of automorphisms Aut(π1(V2(n))) is trivial. Therefore, the action (3.35) is

trivial.

Now, for Z a path-connected simple space with a E2(Z)op-action, because the induced

action E2(Z)op y (π1Z)2 fixes (0, 0), the action E2(Z)op y π0Map∗(T2, Z) restricts as an

action

E2(Z)op y Fiber(0,0)(π0Map∗(T2, Z)
pr−→ (π1Z)2) ∼= π2Z . (3.38)

Claim 3.0.70. In the case that Z = M × V2(n), with a E2(Z)op-action given by the trivial

action on M and the action (3.32) on V2(n), the action (3.38) agrees with the formal action

of Observation 3.0.64: for c ∈ π2(M) and d ∈ π2(V2(n)), the action by A ∈ E2(Z)op is given

by

A · (c, d) :=
(
det(AT )c, | det(AT )|d

)
.

Proof. It is enough to consider the cases in which Z = M with the trivial E2(Z)op-action,

and Z = V2(n) with the E2(Z)op-action of (3.32), separately. So, in what follows, take Z to

stand for either such case.
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Applying H2 to based maps Map∗(T2, Z) results in a continuous map

Map∗(T2, Z)
H2−→ Homo(H2T2,H2Z) , (3.39)

which is E2(Z)op−equivariant. Because the target of (3.39) is discrete it factors through π0,

and we obtain the E2(Z)op−equivariant map:

π2Z
Fiber(0,0)−−−−−→ π0Map∗(T2, Z)

H2−→ Homo(H2T2,H2Z)
ev1−−→ H2Z (3.40)

where π2Z
Fiber(0,0)−−−−−→ π0Map∗(T2, Z) is the inclusion into the fiber of the map π0Map∗(T2, Z) ∼=

(π1Z)2× π2Z
proj−−→ (π1Z)2 at (0, 0) and ev1 is evaluation of the fundamental class. Note that

H2T2 ∼= H2(T2/sk1), and therefore Homo(H2T2,H2Z)
/sk1←−−∼= Homo(H2(T2/sk1),H2Z). This

results in the commutative diagram:

π0Map∗(T2, Z) Homo(H2T2,H2Z) H2Z

π2Z Homo(H2(T2/sk1 ' S2),H2Z) H2Z .

H2 ev1

H2

Fiber(0,0) ∼= /sk1

ev1

= (3.41)

The lower composite map is the Hurewitz homomrphism, which we will denote as Hur.

Denote the composite F : π2Z
Fiber(0,0)−−−−−→ π0Map∗(T2, Z)

H2−→ Homo(H2T2,H2Z). Because the

above diagram commutes we have F equals the composite map

F : π2Z
H2−→ Homo(H2(T2/sk1 ' S2),H2Z)

/sk1−−→ Homo(H2T2,H2Z) .

We would like to show that the action of E2(Z)op on π2Z given by the diagonal action

(of the precomposition and the action on the simple space Z) is the same as the action

named in the claim. The precomposition action of E2(Z)op = π0(Imm(T2,T2)) on H2(Z) is

given as follows.
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For A = [f ] ∈ E2(Z)op = π0(Imm(T2,T2)), and ω ∈ H2(Z), the action is given by

[f ] · ω = deg(f)ω = det(AT )ω ,

scaling by the determinant.

So, should the given action of E2(Z)op on Z be trivial, as in the case that Z = M , then the

diagonal action (of the precomposition and the action on the simple space Z) is given by

scaling by the determinant:

A · ω = det(AT )ω .

We now consider the case in which Z = V2(n), with the E2(Z)op action (3.32). By definition

of the action (3.32), the induced map on homology factors:

E2(Z)op → π0 GL2(R) y H2(V2(n)) .

Note that the homomorphism det : GL2(R)→ GL1(R) induces an isomorphism π0 GL2(R)→

π0 GL1(R) ∼= O(1). Note that the resulting homomorphism sign(det) : GL2(R)→ O(1) has a

section

O(1)
σ−→ GL2(R) , ν 7→

1 0

0 ν

 .

With respect to this section, an O(2)-action restricts as a O(1)-action. Recall the standard

fiber sequence:

Sn−2 −→ V2(n) −→ Sn−1 .

With respect to the antipodal O(1)-action on Sn−2, the first map in this fiber sequence is

evidently O(1)-equivariant. By the Hurewitz Theorem for n > 3, and by explicit computation



70

for n = 3, the first map in this fiber sequence induces a O(1)-equivariant isomorphism:

H2S
n−2 ∼=−−→ H2V2(n) .

We conclude that the E2(Z)op-action on H2V2(n) induced by (3.32) is given by scaling by the

sign of the determinant:

A · ω = sign(det(AT ))ω .

Therefore, the diagonal action (of the precomposition and the action (3.32) on V2(n)) is

given by scaling by the absolute value of the determinant:

A · ω = | det(AT )|ω .

Compiling these identifications of actions of E2(Z)op on H2(Z), commutativity of the

diagram (3.41) of E2(Z)op-equivariant homomorphisms implies the Hurewitz homomorphism

interacts with the E2(Z)op-action as:

Hur(A · [α]) =


det(AT )Hur([α]) = Hur(det(AT )[α]) , if Z = M

| det(AT )|Hur([α]) = Hur(| det(AT )|[α]) , if Z = V2(n)

.

In the case that Z is simply connected, the Hurewitz Theorem implies that the Hurewitz

map Hur, which agrees with the composite map (3.40), is an isomorphism. In particular, the

Hurewitz map is injective, which implies that

A · [α] =


det(AT )[α] , if Z = M

| det(AT )|[α] , if Z = V2(n)

.

Putting these two cases together directly implies the E2(Z)op-action on π2Z from (3.38) is
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the action named in the claim.

In the case that M is path-connected and simple, the universal cover M̃
universal−−−−→ M

induces an isomorphism π2M̃
π2(universal)−−−−−−−→ π2M which is E2(Z)op−equivariant. Then by the

argument above we know that, A · [α̃] = det(AT )[α̃] for [α̃] ∈ π2M̃ because M̃ is simply

connected. Then applying the E2(Z)op−equivariant isomorphism π2(universal) implies that

A · [α] = det(AT )[α] for all [α] ∈ π2M. The space V2(n) is simply connected except for n = 3,

in this case its universal cover is S3 and so π2V2(3) is trivial.

Immersions from Tori Into Thickened Circles

In this subsection, we use Theorem W to characterize immersions T2 → S1 ×Rn−1, up

to homotopy-through-immersions. Let n ≥ 3. We will refer to

Stand: T2 = S1 × S1 id×inclusion−−−−−−−−→ S1 × R2 ↪→ S1 × Rn−1 , (θ, φ) 7→ (θ, eiφ, 0̄) , (3.42)

as the standard embedding of the torus into S1 × Rn−1. Note that, for q : T2 → T2 a cover,

then the composite

Stand ◦ q : T2 q−→ T2 Stand−−−−→ S1 × Rn−1

is an immersion. We call such an immersion a cover of Stand. In the case that n = 4, recall

that each framing ϕ of S1 × Rn−1 determines an element d(f) ∈ π2V2(4) ∼= Z. We state the

main Theorem of this section now and prove it after Remark 3.0.75.

Theorem 3.0.71. Let n ≥ 3. Let f : T2 → S1 × Rn−1 be an immersion from a torus. Let

ϕ : τS1×Rn−1
∼= εnS1×Rn−1 be a framing. Assume f is not null-homotopic.
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1. If n 6= 4, then f is homotopic through immersions to a cover of a unit normal bundle

of the standard embedding Stand.

2. If n = 4, and if the induced element d(f) ∈ π2V2(4) ∼= Z is trivial, then f is homotopic

through immersions to a cover of Stand.

Via product, the standard framing on S1 together with the standard framing on Rn−1

determines a standard framing on S1 × Rn−1:

τS1×Rn−1
∼= τS1 × τRn−1

∼= ε1S1 × εn−1
Rn−1

∼= εnS1×Rn−1 .

Recall from Chapter 2 that for a parallelizable manifold M, we have the associated

space of framings Fr(M) from Defintion 2.0.3.

Observation 3.0.72. Let n ≥ 3. The space Fr(S1 × Rn−1) of framings on S1 × Rn−1 has a

canonical action by the topological group Map
(
S1 ×Rn−1,O(n)

)
. The orbit with respect to

this action of the standard framing on S1 × Rn−1 determines a homeomorphism

OrbitStand : Map
(
S1 × Rn−1,O(n)

) ∼=−−→ Fr(S1 × Rn−1) .

In particular, there is a canonical bijection among sets:

π0 Fr(S1 × Rn−1)
∼=←−− π0 Map

(
S1 × Rn−1,O(n)

) ∼=−−→ π1O(n)× π0O(n) ∼= Z/2Z× O(1) .

Through this bijection,

• the element (0,+1) is represented by the standard framing, which is the product of

the standard framing on S1 and the standard framing on Rn−1;

• the element (0,−1) is represented by the product of the opposite of the standard

framing on S1 and the standard framing on Rn−1;
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• the element (1,+1) is represented by the product of the standard framing on S1 and

the standard framing on Rn−1 twisted by a generator of π1SO(n);

• the element (1,−1) is represented by the opposite of the standard framing on S1 and

the standard framing on Rn−1 twisted by a generator of π1SO(n).

Observation 3.0.73. Let ϕ : τS1×Rn−1
∼= εnS1×Rn−1 be a framing on S1 × Rn−1. Theorem W

associates to this framing a bijection:

π0Imm(T2, S1 × Rn−1) ∼= Z2 × (π1V2(n))2 × π2V2(n) .

Stiefel spaces have πiVk(n) trivial for i < n− k. Therefore π1V2(n) ∼= π2V2(n) ∼= ∗ for n ≥ 5.

For n = 4 we have π1V2(n) ∼= ∗ and π2V2(n) ∼= Z. For n = 3 we have π1V2(n) ∼= Z/2Z and

π2V2(n) ∼= ∗. So we have the following three cases:

π0Imm(T2, S1 × Rn−1) ∼=


Z2 × (Z/2Z)2 n = 3

Z2 × Z n = 4

Z2 n ≥ 5.

Lemma 3.0.74. Let ϕ : τS1×Rn−1
∼= εnS1×Rn−1 be a framing on S1 × Rn−1. Through the

bijection of Theorem W,

π0 Imm(T2, S1 × Rn−1) ∼=
Obs 3.0.73

Z2 ×
(

(π1V2(n))2 × π2V2(n)
)
,
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the path-component of the standard embedding corresponds to the element

[
Stand

]
7−→


(

(1, 0); (0, 1); 0
)

, if [ϕ] = (0,±1)(
(1, 0); (1, 1); 0

)
, if [ϕ] = (1,±1)

.1

Proof. We will first consider the case of n = 3, and to distinguish this case we denote the

standard embedding as Stand3. We will often switch between the identification R2 ∼= C. If

we endow S1 × R2 with a framing ϕ and T2 with the standard framing frT2 , then for any

immersion f : T2 → S1 × R2, we have the following bundle map:

T2 × R2
frT2 //

proj

$$

TT2

��

Df //

��

T (S1 × R2)

��

ϕ // (S1 × R2)× R3

projvv
T2 f // S1 × R2 .

(3.43)

Labeling the composite map between total spaces in Equation (3.43) as Φf , we see that f

determines a bundle injection

T2 × R2
Φf //

proj

��

(S1 × R2)× R3

proj
��

T2 f // S1 × R2

which we can then use to define the map

T2 −→ Injlinear(R2,R3) = V2(3); p 7→ Φf (p,−). (3.44)

Given an immersion f : T2 −→ S1 × R2 and a framing ϕ of S1 × R2, calculating which

1 In this expression, it is understood that 1 ∈ π1V2(n) is understood as 0 ∈ π1V2(n) if π1V2(n) = 0.
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element of

Z2 × (Z/2Z)2 = (π1(S1 × R2))2 × (π1V2(3))2 × π2V2(n)

corresponds to [f ] ∈ π0Imm(T2, S1×R2) is done by restricting f and Φf to the 1-skeleton of

T2. In other words if we denote the 1-skeleton as {(eiφ, ei0)∪ (ei0, eiθ)} = S1
φ ∨S1

θ ⊂ T2, then

we have

π0Imm(T2, S1 × R2) 3 [f ]
∼=←→
(
([f |S1

φ
], [f |S1

θ
]), ([Φf |S1

φ
], [Φf |S1

θ
])
)
∈ Z2 × (Z/2Z)2.

First endow S1 × R2 with the standard framing ϕ(0,+1) for which [ϕ(0,+1)] = (0,+1).

Now Stand3 is a product of maps, that is

Stand3 : T2 = S1 × S1 id×inc−−−−→ S1 × C ,

and so we may write ΦStand3 as the linear map

R× R
frT2−−→ TwS

1 × TzS1 Dw id×Dzinc−−−−−−−→ TwS
1 × Tinc(w)C

ϕ(0,+1)−−−−→ R× C .

Suppose w = eiφ and z = eiθ. Then (u, v) ∈ R2 is mapped to (u, iv) ∈ R × C

by ΦStand3((e
iφ, eiθ),−), or under the identification of C ∼= R2 we have that (u, v) 7→

(u,−vsin(θ), vcos(θ)). Considering this element of V2(3) as a 3× 2 matrix, i.e. the column

vectors describe a 2-frame in R3, we have that

ΦStand3((e
iφ, eiθ),−) =


1 0

0 −sin(θ)

0 cos(θ)

 ∈ V2(3) .

We then see that restricting ΦStand3((e
iφ, eiθ),−) to {(eiφ, ei0)} is constant and restricting
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ΦStand3((e
iφ, eiθ),−) to {(ei0, eiθ))} describes the generator of π1V2(3). Therefore the element

of (π1V2(3))2 corresponding to [Stand]3 is (0, 1). Clearly, restricting Stand3 to {(eiφ, ei0))}

describes the generator of π1(S1 × R2) while restricting Stand3 to {(ei0, eiθ))} is null-

homotopic. Therefore, when S1 × R2 is equipped with the standard framing ϕ(0,+1), we

have that

[Stand3] 7→
(

(1, 0); (0, 1); 0
)
∈ Z2 × (π1V2(3))2 × π2V2(3) .

Now for any other framing ϕ ∈ Fr(S1 × C), there is the following map:

Φϕ
− : Imm(T2, S1 × C)→ Map(T2,O(3))×Map(T2,V2(3))→ Map(T2,V2(3)) (3.45)

f 7→ (ϕ ◦ f,Φst
f ) 7→

(
p 7→ (ϕ ◦ f(p))(Φst

f (p))
)

where Φst
f is the map from (3.44) with S1 × C equipped with the standard framing. We

will apply Equation (3.45) for f = Stand3, and for each of the other three representatives of

π0 Fr(S1 × C). Now if [ϕ(0,−1)] = (0,−1) we can describe the map S1 × C→ O(3) by

(eiφ, z) 7−→


−1 0 0

0 1 0

0 0 1


and therefore

Φ
ϕ(0,−1)

Stand3
=


−1 0 0

0 1 0

0 0 1




1 0

0 −sin(θ)

0 cos(θ)

 =


−1 0

0 −sin(θ)

0 cos(θ)

 .

Again, we see restricting Φ
ϕ(0,−1)

Stand3
to {(eiφ, ei0)} is constant and restricting Φ

ϕ(0,−1)

Stand3
to

{(ei0, eiθ)} describes the generator of π1V2(3). Therefore the element of (π1V2(3))2 corre-
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sponding to [Stand]3 when S1 × C has the framing ϕ(0,−1) is (0, 1).

If [ϕ(1,+1)] = (1,+1) we can describe the map S1 × C→ O(3) by

(eiφ, z) 7−→


1 0 0

0 cos(φ) −sin(φ)

0 sin(φ) cos(φ)


and therefore

Φ
ϕ(1,+1)

Stand3
=


1 0 0

0 cos(φ) −sin(φ)

0 sin(φ) cos(φ)




1 0

0 −sin(θ)

0 cos(θ)

 =


1 0

0 −sin(θ + φ)

0 cos(θ + φ)

 .

In this case, restricting Φ
ϕ(1,+1)

Stand3
to either {(eiφ, ei0)} or {(ei0, eiθ)} results in the generator of

π1V2(3). Therefore the element of (π1V2(3))2 corresponding to [Stand]3 when S1×C has the

framing ϕ(1,+1) is (1, 1).

Finally, in the case that [ϕ(1,−1)] = (1,−1) we can describe the map S1 ×C→ O(3) by

(eiφ, z) 7−→


−1 0 0

0 cos(φ) −sin(φ)

0 sin(φ) cos(φ)


and therefore

Φ
ϕ(1,−1)

Stand3
=


−1 0 0

0 cos(φ) −sin(φ)

0 sin(φ) cos(φ)




1 0

0 −sin(θ)

0 cos(θ)

 =


−1 0

0 −sin(θ + φ)

0 cos(θ + φ)

 .

So again, restricting Φ
ϕ(1,−1)

Stand3
to either {(eiφ, ei0)} or {(ei0, eiθ)} results in the generator of
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π1V2(3). Therefore the element of (π1V2(3))2 corresponding to [Stand]3 when S1 × C has

the framing ϕ(1,−1) is (1, 1). Restricting Stand3 to {(eiφ, ei0))} describes the generator of

π1(S1×R2) while restricting Stand3 to {(ei0, eiθ))} is null-homotopic, regardless of the choice

of framing. Thus, we have shown that

[
Stand3

]
7−→


(

(1, 0); (0, 1); 0
)

, if [ϕ] = (0,±1)(
(1, 0); (1, 1); 0

)
, if [ϕ] = (1,±1)

.

Now note that the standard embedding of T2 into S1×Rn−1 must factor through Stand3,

i.e. we have the following commutative diagram:

S1 × C
inc.

''
T2

Stand3

;;

Stand // S1 × Rn−1 .

This results in the commutative diagram

π0Imm(T2, S1 × C)
∼= //

��

Z2 × (π1V2(3))2 × π2V2(3)

��
π0Imm(T2, S1 × Rn−1)

∼= // Z2 × (π1V2(n))2 × π2V2(n)

where [Stand3] 7→ [Stand] by the left vertical map. Now as π2V2(3) = 0 and we have

calculated that

[
Stand3

]
7−→


(

(1, 0); (0, 1); 0
)

, if [ϕ] = (0,±1)(
(1, 0); (1, 1); 0

)
, if [ϕ] = (1,±1)

,
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we must also have that

[
Stand

]
7−→


(

(1, 0); (0, 1); 0
)

, if [ϕ] = (0,±1)(
(1, 0); (1, 1); 0

)
, if [ϕ] = (1,±1)

.

Remark 3.0.75. We now proceed to the prove Theorem 3.0.71.

Proof of Theorem 3.0.71. Let f : T2 → S1 × Rn−1 be an immersion. Assume f is not null-

homotopic and that n 6= 4. By Theorem W there is some
(
(af , bf ), (uf , vf ), 0

)
∈ Z2 ×(

(π1V2(n))2×π2V2(n)
)

associated to [f ] ∈ π0Imm(T2, S1×Rn−1). As f is not null-homotopic

we know that (af , bf ) 6= (0, 0), without loss of generality we will assume af 6= 0. Now what

[Stand] corresponds to in Z2×
(

(π1V2(n))2×π2V2(n)
)

depends on the homotopy class of the

framing ϕ of S1 × Rn−1 as in Lemma 3.0.74. In the cases that [Stand] 7→
(

(1, 0); (0, 1); 0
)

take A =

af bf

ũf ṽf

 where ũf ≡ uf (mod 2) and ṽf ≡ vf (mod 2). If det(A) = 0 we must

have af ṽf = bf ũf , in this scenario let A′ =

af bf

ũf ṽf + 2

 and we will have det(A′) 6= 0 as

af (ṽf + 2) 6= af ṽf = bf ũf . So if det(A) = 0, redefine A as A′ so that A ∈ E2(Z). Then by

Theorem 3.0.66

[Stand ◦ A] =
(
AT (1, 0);AT (0, 1); | det(AT )|0

)
=
(
(af , bf ); (uf , vf ); 0

)
.

In the cases that [Stand] 7→
(

(1, 0); (1, 1); 0
)

take

B =

 af bf

uf + af + 2j vf + bf + 2k
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with j, k ∈ Z. If det(B) = 0 we must have afbf + 2afk = bfuf + 2bfj, in this scenario let

B′ =

 af bf

uf + af + 2j vf + bf + 2(k + 1)


and we will have det(B′) 6= 0 as

afbf + 2af (k + 1) 6= afbf + 2afk = bfuf + 2bfj .

So if det(B) = 0, redefine B as B′ so that B ∈ E2(Z) and we have that

[Stand ◦B] =
(
BT (1, 0);BT (1, 1); | det(BT )|0

)
=
(
(af , bf ); (uf , vf ); 0

)
.

Therefore, regardless of which homotopy class ϕ belongs to, we have that f is homotopic

through immersions to a cover of Stand. When n = 4, the above argument holds so long as

d(f) = 0.

Immersions from Tori Into Compact Hyperbolic Manifolds

We will now look at an application of Theorem W, which in particular associates to

each immersion, T2 f−→M, from a 2-torus into a framed manifold an element d(f) ∈ π2V2(n).

In the case that n = 4, such an element is an integer: d(f) ∈ π2V2(4) ∼= Z. For n 6= 4,

π2V2(n) is trivial and so the associated d(f) ∈ π2V2(n) will also be trivial.

Theorem 3.0.76. Let M be a connected, compact, orientable, hyperbolic manifold of

dimension n > 2. Let f : T2 → M be an immersion from a torus. Assume f is not null-

homotopic.

1. If n = 3, then f is homotopic through immersions to a cover of a unit normal bundle

of a closed geodesic in M .
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2. If n = 4, and if M admits a framing with respect to which the induced element d(f) ∈

π2V2(4) ∼= Z is trivial, then f is homotopic through immersions to a cover of a unit

normal bundle of a closed geodesic in M .

3. If n > 4, and if M is parallelizable, then f is homotopic through immersions to a cover

of a unit normal bundle of a closed geodesic in M .

In this section, we fix a compact connected framed hyperbolic manifold M .

Remark 3.0.77. Note that any orientable compact 3-manifold admits a framing. (See [17].)

We prove Theorem 3.0.76 after Remark 3.0.83 below. Here is an outline of the proof.

We first show that all immersions T2 f−→ M which are not null-homotopic must factor up

to homotopy as a map T2 h−→ S1 × Rn−1 νγ−→ M, where νγ is the unit normal bundle for a

closed geodesic γ : S1 → M. We then improve upon this using Theorem W to show that

T2 f−→ M and T2 h−→ S1 × Rn−1 νγ−→ M are homotopic through immersions. Then by the

previous section, barring some conditions on the dimension n, we know that the map h must

be homotopic by immersions to a map of the form T2 A−→ T2 Stad−−→ S1 × Rn−1. Therefore, we

will have T2 f−→M homotopic through immersions to

T2 A−→ T2 Stad−−→ S1 × Rn−1 νγ−→M .

Recall the following Theorem due to Preissmann.

Theorem 3.0.78 (Preissmann, [19]). Let M be a connected, compact, orientable, hyperbolic

manifold. Then every nontrivial abelian subgroup A ⊂ π1M is infinite cyclic. Even more,

there exists a closed geodesic γ : S1 →M such that A = Image(π1(γ)).

Corollary 3.0.79. Let M be a connected, compact, orientable, hyperbolic manifold. Let

f : T2 → M be an immersion. If f is not null-homotopic, then there is a closed geodesic
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γ : S1 →M and a factorization of the homomorphism between fundamental groups:

π1T2 π1(f) //

##

π1M

π1S
1

π1(γ)

;;

.

Proof. We scrutinize the bijection

π0 Map(T2,M) ∼= π0M ×
(

(π1M)2
Com × π2M

)
/π1M

of Corollary 3.0.59. By assumption, M is connected; so π0M = ∗ is trivial. The universal

cover of M is diffeomorphic with a Euclidean space, and is therefore contractible; so π2M = 0

is trivial. So the above expression reduces to the bijection

π0 Map(T2,M) ∼=
(
(π1M)2

Com

)
/π1M

, [f ] 7→
[
Image(π1(f))

]
,

which is implemented by taking the image of induced homomorphisms on fundamental

groups. We conclude that f is not null-homotopic if and only if Image(π1(f)) ⊂ π1M is

not trivial.

Now, the assumption that f is not null-homotopic implies Image(π1(f)) is not trivial.

Because π1(T2) is abelian, then this image Image(π1(f)) ⊂ π1M is abelian. Using

Preissmann’s Theorem 3.0.78, this image agrees with the image of some closed geodesic

γ in M : in symbols, Image(π1(f)) = Image(π1(γ)). The result follows.

Recall from Chapter 2 that 2-tori, connected hyperbolic manifolds, and circles are all

K(π, 1)’s, which is to say that they are path-connected, and their homotopy-groups in degrees

above 1 are trivial. The next classical result articulates that maps up to homotopy among

such spaces can be scrutinized in terms of their fundamental groups.
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Proposition 3.0.80 (Proposition 1B.9. of [9]). Consider a solid diagram (the diagram

without the dashed arrow) among groups:

C
g //

��

A

B
h

??

.

(3.46)

This diagram induces a solid diagram among Eilenberg-Maclane spaces:

K(C, 1)
K(g,1) //

%%

K(A, 1)

K(B, 1)
K(h,1)

99

.

(3.47)

Applying π1 defines a bijection from the set of path-components of the space of homotopy-

commutative fillers of (3.47) to the set of fillers of (3.46).

In the next two results, for γ : S1 ↪→ M a closed geodesic, its normal bundle can be

trivialized. Using the tubular neighborhood theorem, there exists a smooth open embedding:

νγ : S1 × Rn−1 ↪→ M ,

onto such a tubular neighborhood of γ(S1) ⊂M .

Corollary 3.0.81. Let M be a connected compact hyperbolic manifold. Let f : T2 → M be

an immersion. If f is not null-homotopic, then there is a closed geodesic γ : S1 → M , an

extension νγ : S1 ×Rn−1 ↪→M as an open embedding onto a tubular neighborhood of it, and

a factorization up to homotopy:

T2 f //

%%

M

S1 × Rn−1

νγ

99

.



84

Proof. Apply Proposition 3.0.80 using Corollary 3.0.79, noting that T2 and M and S1×Rn−1

are all K(π, 1)’s.

The next result is a consequence of Corollary 3.0.81, using Theorem W.

Corollary 3.0.82. Let M be a parallelizable, connected, compact, orientable, hyperbolic

manifold. Let f : T2 →M be an immersion. If f is not null-homotopic then there is a closed

geodesic γ : S1 →M , an extension νγ : S1×Rn−1 ↪→M as an open embedding onto a tubular

neighborhood of it, and a factorization up to homotopy through immersions:

T2 f //

%%

M

S1 × Rn−1

νγ

99

.

Proof. Let γ : S1 ↪→ M be a closed geodesic as in Corollary 3.0.79. Choose an open

embedding onto a tubular neighborhood: νγ : S1 × Rn−1 ↪→ M . The sought assertion is

equivalent to [f ] ∈ π0 Imm (T2,M) being in the image of the map between sets:

νγ : π0 Imm
(
T2, S1 × Rn−1

)
−→ π0 Imm

(
T2,M

)
. (3.48)

Now, note that the framing on M pulls back along this open embedding νγ as a framing

on S1 × Rn−1. In this way we regard S1 × Rn−1 as a smooth framed n-manifold. Applying

Theorem W to both M and S1 × Rn−1 results in a commutative diagram among sets,

π0 Imm (T2, S1 × Rn−1)
∼= //

νγ

��

π0 Map (T2, S1 × Rn−1)× π0 Map (T2,V2(n))

νγ×id

��
π0 Imm (T2,M)

∼= // π0 Map (T2,M)× π0 Map (T2,V2(n)) ,

whose horizontal maps are bijections, and whose downward maps are induced by νγ with the

left vertical map being (3.48). So [f ] ∈ π0 Imm (T2,M) is in the image of the map (3.48) if
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and only if [f ] ∈ π0 Map (T2,M) is in the image of the map

νγ : π0 Map
(
T2, S1 × Rn−1

)
−→ π0 Map

(
T2,M

)
.

Corollary 3.0.81 implies just this.

Remark 3.0.83. We will now prove Theorem 3.0.76

Proof of Theorem 3.0.76. Let Mn be a connected, compact, orientable, hyperbolic manifold.

Let f : T2 → Mn be an immersion. Assume that f is not null-homotopic. Suppose

first that n = 3. Then we know that M3 admits a framing by Remark 3.0.77. Then as

M is parallelizable, Corollary 3.0.82 implies there is closed geodesic γ : S1 → M and a

corresponding extension νγ : S1 × Rn−1 ↪→ M for which f factors by a homotopy through

immersions to a map

T2 h−→ S1 × Rn−1 νγ−→M .

By Theorem 3.0.71, the map T2 h−→ S1×Rn−1 must be homotopic through immersions to the

a cover of the unit normal bundle of [Stand]. Therefore, f is homotopic through immersions

to a cover of the unit normal bundle of γ.

In the case n = 4, if M4 admits a framing for which 0 = d(f) ∈ π2V2(4), then the above

argument is still valid. For the case n > 4, so long as Mn admits any framing the above

argument is valid. This completes the proof.
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FRAMED IMMERSIONS OF THE TORUS

The main result of this chapter identifies the continuous group of framed diffeo-

morphisms , and the continuous monoid of framed local-diffeomorphisms , of a framed

torus.

We state and contextualize this result right away as Theorem X and direct a reader to

the body of the chapter for definitions and proofs.

Conventions.

• We work in the ∞-category Spaces of spaces, or ∞-groupoids, an object in which is a space .

This ∞-category can be presented as the ∞-categorical localization of the ordinary category

of compactly-generated Hausdorff topological spaces that are homotopy-equivalent with a

CW complex, localized on the weak homotopy-equivalences. So we present some objects in

Spaces by naming a topological space.

• By a pullback square among spaces we mean a pullback square in the ∞-category Spaces.

Should the square be presented by a homotopy-commutative square among topological spaces,

then the canonical map from the initial term in the square to the homotopy-pullback is a

weak homotopy-equivalence.

• By a continuous group (resp. continuous monoid) we mean a group-object (resp.

monoid-object) in Spaces. A continuous monoid N determines a pointed (∞, 1)-category BN ,

which can be presented by the Segal space ∆op Bar•(N)−−−−−→ Spaces which is the bar construction

of N . For X ∈ X an object in an ∞-category, and for N a continuous monoid, an action

of N on X, denoted N y X, is an extension 〈X〉 : ∗ → BN
〈NyX〉−−−−−→ X. The ∞-category of

(left) N-modules in X is

ModN (X) := Fun(BN,X) .

• For G y X an action of a continuous group on a space, the space of coinvariants is the
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colimit

X/G := colim
(
BG

〈GyX〉−−−−−−→ Spaces
)
∈ Spaces .

Should the action G y X be presented by a continuous action of a topological group on

a topological space, then this space of coinvariants can be presented by the homotopy-

coinvariants.

• We work with ∞-operads, as developed in [13]. As so, they are implicitly symmetric. Some

∞-operads are presented as discrete operads, such as Assoc, while some are presented as

topological operads, such as the little 2-disks operad E2.

Here we state our first result, which identifies the entire symmetries of a framed torus.

The braid group on 3 strands can be presented as

Braid3
∼=
〈
τ1 , τ2 | τ1τ2τ1 = τ2τ1τ2

〉
. (4.1)

Through this presentation, there is a standard representation

Φ: Braid3

〈
τ1 7→ U1 , τ2 7→ U2

〉
−−−−−−−−−−−−−−→ GL2(Z) , where U1 :=

1 1

0 1

 and U2 :=

 1 0

−1 1

 .

(4.2)

The homomorphism Φ defines an action Braid3
Φ−→ GL2(Z) y T2 as a topological group. This

action defines a topological group:

T2 o Braid3 .

The following result, which is essentially due to Milnor, is the starting point of this

paper.

Proposition 4.0.84 (see §10 of [16]). The image of Φ is the subgroup SL2(Z); the kernel of

Φ is central, and is freely generated by the element (τ1τ2)6 ∈ Braid3. In other words, Φ fits
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into a central extension among groups:

1 −→ Z
〈

(τ1τ2)6
〉

−−−−−−−→ Braid3
Φ−−→ SL2(Z) −→ 1 . (4.3)

Furthermore, this central extension (4.3) is classified by the element

[
BSL2(Z)

B
(
R⊗

Z

)
−−−−→BSL2(R) ' B2Z

]
∈ H2

(
SL2(Z);Z

)
,

which is to say there is a canonical top horizontal homomorphism making a pullback among

groups:

Braid3
//

Φ

��

S̃L2(R)

universal cover

��
SL2(Z)

standard

R⊗
Z // SL2(R).

Consider the subgroup GL+
2 (R) ⊂ GL2(R) consisting of those 2×2 matrices with positive

determinant – it is the connected component of the identity matrix. Consider the submonoid

R⊗
Z

: E+
2 (Z) ⊂ GL+

2 (R)

consisting of those 2 × 2 matrices with positive determinant whose entries are integers.

Consider the pullback among monoids:

Ẽ+
2 (Z)

Ψ

��

// G̃L
+

2 (R)

universal cover

��
E+

2 (Z)
R⊗

Z // GL+
2 (R).

(4.4)

This morphism Ψ supplies a canonical action Ẽ+
2 (Z)

Ψ−→ E+
2 (Z) y T2 as a topological group.
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This action defines a topological monoid

T2 o Ẽ+
2 (Z) .

Convention 3. By way of §B, in particular Corollary B.0.123, we regard all actions of Braid3

and Ẽ+
2 (Z) as left-actions.

Notation 4.0.85. Let ~x =

u
v

 ∈ Z2 and r ∈ N. Denote the matrices

A~x :=

1 + cd d2

−c2 1− cd

 and D~x,r :=

1 + (r − 1)bc −(r − 1)bd

(r − 1)ac 1 + (r − 1)ad

 ,

for some a, b, c, d ∈ Z that solve

au+ bv = gcd(u, v) ≥ 0 (4.5)

cu+ dv = 0

ad− bc = 1 .

Denote the semi-direct continuous group, and continuous monoid,

T2 o
A~x

Z and T2 o
D~x,A~x

(N× n Z)

given through the actions on the continuous group T2:

Z
b 7→Ab~x−−−→ SL2(Z) y T2 and N× n Z

(d,b) 7→D~x,dAb~x−−−−−−−−→ E2(Z) y T2 .

Remark 4.0.86. Observation 4.0.100 ensures the existence of a solution to (4.5). Obser-

vation 4.0.100 also implies, for A′~x and D′~x,r defined by another choice of solution to (4.5),
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then A′~x and D′~x,r are respectively canonically conjugate with A~x and D~x,r, and therefore the

continuous groups and continuous monoids are respectively canonically identified:

T2 o
A~x

Z ' T2 o
A′
~x

Z and T2 o
D~x,A~x

(N× n Z) ' T2 o
D′
~x
,A′
~x

(N× n Z) .

For ϕ : τT2
∼= ε2T2 a framing of the torus, we introduce as Definition 4.0.104 the

continuous group of framed diffeomorphisms, and the continuous monoid of framed

local-diffeomorphisms of the torus:

Diff fr(T2, ϕ) and Immfr(T2, ϕ) .

For ϕ0 the standard framing of T2, we simply write

Diff fr(T2) := Diff fr(T2, ϕ0) and Immfr(T2) := Immfr(T2, ϕ0) .

Theorem X.

1. The map from the set of homotopy-classes of framings of T2 to the set of framed-

diffeomorphism-types of tori,

π0 Fr(T2) −→ π0M
fr
1 ,

is canonically identified as the map

Z2 × Z/2Z
pr−−→ Z≥0 ,

( u
v

 , σ
)
7−→ gcd(u, v) .

In particular, each framing ϕ : τT2
∼= εT2 of the torus determines an element ~ϕ ∈ Z2.

A framing ϕ is homotopic to a translation-invariant framing if and only if ~ϕ = ~0.
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2. Let ϕ : τT2
∼= εT2 be a framing of the torus.

(a) There is a canonical identification of the continuous group of framed diffeomor-

phisms of (T2, ϕ)

Diff fr(T2, ϕ) '


T2 o Braid3 , if ~ϕ = ~0

(T2 o
A~ϕ

Z)× Z , if ~ϕ 6= ~0

.

The set of framed-diffeomorphism-types of tori is in canonical bijection with Z≥0.

(b) There is a canonical identification of the continuous monoid of framed local-

diffeomorphisms of (T2, ϕ):

Immfr(T2, ϕ) '


T2 o Ẽ+

2 (Z) , if ~ϕ = ~0(
T2 o

D~ϕ,A~ϕ

(N× n Z)

)
× Z , if ~ϕ 6= ~0

,

Taking path-components, Theorem X(2a) has the following immediate consequence.

Corollary 4.0.87. Let ϕ be a framing of the torus. There is a canonical identification of

the framed mapping class group of (T2, ϕ) as a subgroup of the braid group on 3 strands:

MCGfr(T2, ϕ) ⊂ Braid3 .

If ϕ is homotopic with a translation-invariant framing, this subgroup is entire. If ϕ is not

homotopic with a translation-invariant framing, this subgroup is conjugate with a standard

subgroup,

MCGfr(T2, ϕ) ∼=
conjugate

〈
τ1, (τ1τ2)6

〉 ∼= Z× Z ,

which is abstractly isomorphic with Z× Z.
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Remark 4.0.88. Consider the moduli space Mfr
1 of framed tori. Theorem X(1) & (2a)

can be phrased as the assertion that Mfr
1 has Z≥0-many path-components, with the 0-

path-component the space of homotopy-coinvariants (CP∞)2
/Braid3

with respect to the

action Braid3
Φ−→ GL2(Z) y B2Z2 ' (CP∞)×2, and each other path-component the space

(CP∞)2
/Z × BZ in which the coinvariants are with respect to the action Z 〈U1〉−−→ GL2(Z) y

B2Z2 ' (CP∞)×2. A neat result of Milnor (see §10 of [16]) gives an isomorphism between

groups:

Braid3
∼= π1(S3 r Trefoil) .

Using that S3rTrefoil is a path-connected 1-type, this isomorphism reveals that, the 0-path-

component (Mfr
1 )0 ⊂Mfr

1 fits into a fiber sequence of spaces:

(CP∞)2 −→ (Mfr
1 )0 −→

(
S3 r Trefoil

)
.

A generalization of Smale’s conjecture, proved by Hatcher (see [25] and [8]) implies the

standard inclusion is an equivalence between continuous groups:

T3 o GL3(Z)
'−−→ Diff(T3) .

In particular, there is an identification of the mapping class group, MCG(T3) ∼= GL3(Z). We

expect our methods could be used to prove the following.

Conjecture 1. Let ϕ0 be a translation-invariant framing of T3. There is a canonical

identification between continuous groups:

Diff fr(T3, ϕ0) '
(
T3 o Ω

(
SL3(R)/ SL3(Z)

))
×
(

Ω2S3 × Ω3S3
)3

× Ω4S3 ,

in which the semi-direct product is with respect to the action Ω
(
SL3(R)/ SL3(Z)

) Puppe−−−→
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SL3(Z) y T3. In particular, there is a central extension among groups:

1 −→ Z3 × Z/2Z2 −→ MCGfr(T3, ϕ0) −→ SL3(Z) −→ 1 .

In §6 of [4], Dehn identifies the oriented mapping class group of a punctured torus

with parametrized boundary as the braid group on 3 strands, as it is equipped with a

homomorphism to the oriented mapping class group of the torus. Through Corollary 4.0.87,

this results in an identification between these mapping class groups. The next result lifts

this identification to continuous groups; it is proved in a later section.

Corollary 4.0.89. Fix a smooth framed embedding from the closed 2-disk D2 ↪→ T2 extending

the inclusion {0} ↪→ T2 of the identity element. There are canonical identifications among

continuous groups over Diff(T2):

Diff fr(T2 rel 0) ' Braid3 ' Diff(T2 rel D2) .

In particular, there are canonical isomorphisms among groups over MCG(T2):

MCGfr(T2) ∼= Braid3
∼= MCG(T2 r B2 rel ∂) ,

where B2 ⊂ D2 is the open 2-ball.

Moduli and Isogeny of Framed Tori

Vector addition, as well as the standard vector norm, gives R2 the structure of a

topological abelian group. Consider its closed subgroup Z2 ⊂ R2. The torus is the quotient

in the short exact sequence of topological abelian groups:

0 −→ Z2 inclusion−−−−−→ R2 quot−−−−→ T2 −→ 0 .
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Because R2 is connected, and because Z2 acts cocompactly by translations on R2, the torus

T2 is connected and compact. The quotient map R2 quot−−→ T2 endows the torus with the

structure of a Lie group, and in particular a smooth manifold. Consider the submonoid

E2(Z) :=
{
Z2 A−→ Z2 | det(A) 6= 0

}
⊂ EndGroups(Z2) ,

consisting of the cofinite endomorphisms of the group Z2. Using that the smooth map

R2 quot−−→ T2 is a covering space and T2 is connected, there is a canonical continuous action

on the topological group:

E2(Z) y T2 , A · q := quot(Aq̃)
(
for any q̃ ∈ quot−1(q)

)
.1 (4.6)

This homomorphism (4.6) defines a semi-direct product topological monoid:

T2 o E2(Z) .

Consider the topological monoid of smooth local-diffeomorphisms of the torus:

Imm(T2) ⊂ Map(T2,T2) ,

which is endowed with the subspace topology of the C∞-topology on the set of smooth

self-maps of the torus.

Observation 4.0.90.

1. The standard inclusion GL2(Z) ↪→ E2(Z) witnesses the maximal subgroup. It follows

that the standard inclusion T2oGL2(Z) ↪→ T2oE2(Z) witnesses the maximal subgroup,

1 Note that (4.6) indeed does not depend on q̃ ∈ quot−1(q).
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both as topological monoids and as continuous monoids.

2. The standard monomorphism Diff(T2) ↪→ Imm(T2) witnesses the maximal subgroup,

both as topological monoids and as continuous monoids.

Consider the morphism between topological monoids:

Aff : T2 o E2(Z) −→ Imm(T2) , (p,A) 7→
(
q 7→ Aq + p

)
. (4.7)

We record the following classical result.

Lemma 4.0.91. The restriction of the morphism (4.7) to maximal subgroups is a homotopy-

equivalence:

Aff : T2 o GL2(Z)
'−−→ Diff(T2) , (p,A) 7→

(
q 7→ Aq + p

)
.

Proof. Let G be a locally path-connected topological group, which we regard as a continuous

group. Denote by G1 ⊂ G the path-component containing the identity element in G. This

subspace G1 ⊂ G is a normal subgroup, and the sequence of continuous homomorphisms

1 −→ G1

inclusion−−−−−−→ G
quotient−−−−−→ π0(G) −→ 1

is a fiber-sequence among continuous groups. This fiber sequence is evidently functorial in

the argument G. In particular, there is a commutative diagram among topological groups,

1

=

��

// T2 =
(
T2 o GL2(Z)

)
1

Aff1
��

inc // T2 o GL2(Z)

Aff

��

quot // π0

(
T2 o GL2(Z)

)
= GL2(Z)

π0(Aff)

��

// 1

=

��
1 // Diff(T2)1

inc // Diff(T2)
quot // π0

(
Diff(T2)

)
// 1,
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in which the horizontal sequences are fiber sequences. By the 5-lemma applied to homotopy

groups, we are reduced to showing the vertical homomorphisms Aff1 and π0(Aff) are

homotopy equivalences.

Theorem 2.D.4 of [21], along with Theorem B of [10], implies π0(Aff) is an isomorphism.

So it remains to show Aff1 is a homotopy equivalence. With respect to the canonical

continuous action Diff(T2)1 y T2, the orbit of the identity element 0 ∈ T2 is the evaluation

map

ev0 : Diff(T2)1 −→ T2 .

Note that the composition,

id : T2 Aff1−−−−→ Diff(T2)1
ev0−−−→ T2 ,

is the identity map. So it remains to show that the homotopy-fiber of ev0 is weakly-

contractible. The isotopy-extension theorem implies ev0 is a Serre fibration. So it is sufficient

to show the fiber of ev0, which is the stabilizer Stab0

(
Diff(T2)1

)
, is weakly-contractible.

Finally, Theorem 1b of [5] states that this stabilizer is contractible.

Remark 4.0.92. By the classification of compact surfaces, the moduli space M1 of smooth

tori is path-connected, and as so is

M1 ' BDiff(T2) '
Lem 4.0.91

B
(
T2 o GL2(Z)

)
.

In particular, this path-connected moduli space fits into a fiber sequence

(CP∞)2 −→M1 −→ BGL2(Z) ,
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which is classified by the standard action GL2(Z) y B2Z2 ' (CP∞)2.

Consider the set of cofinite subgroups of Z2:

L(2) :=
{

Λ ⊂
cofin

Z2
}
.

Observation 4.0.93.

1. The orbit-stabilizer theorem immediately implies the composite map T2 o E2(Z)
pr−→

E2(Z)
Image−−−→ L(2) witnesses the quotient:

(
T2 o E2(Z)

)
/T2oGL2(Z)

∼=−−→ E2(Z)/GL2(Z)

∼=−−→ L(2) .

2. Using that each finite-sheeted cover over T2 is diffeomorphic with T2, the classifi-

cation of covering spaces implies the map given by taking the image of homology

Imm(T2)
Image(H1)−−−−−→ L(2) witnesses the quotient:

Imm(T2)/Diff(T2)

∼=−−→ L(2) .

3. The diagram

T2 o E2(Z) Aff //

pr

��

Imm(T2)

Image(H1)

��

H1

uu
E2(Z)

Image // L(2)

commutes.

Corollary 4.0.94. The morphism (4.7) between topological monoids is a homotopy-

equivalence:

Aff : T2 o E2(Z)
'−−→ Imm(T2) .
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Proof. Consider the morphism between fiber sequences in the ∞-category Spaces:

T2 o E2(Z)
quotient //

Aff

��

(
T2 o E2(Z)

)
T2oGL2(Z)

//

AffAff

��

B
(
T2 o GL2(Z)

)
B Aff
��

Imm(T2)
quotient // Imm(T2)/Diff(T2)

// B Diff(T2).

Lemma 4.0.91 implies the right vertical map is an equivalence. Observation 4.0.93 implies the

middle vertical map is an equivalence. It follows that the left vertical map is an equivalence,

as desired.

Framings

A framing of the torus is a trivialization of its tangent bundle: ϕ : τT2
∼= ε2T2 . Consider

the topological space of framings of the torus:

Fr(T2) := IsoBdlT2

(
τT2 , ε2T2

)
⊂ Map(TT2,T2 × R2) ,

which is endowed with the subspace topology of the C∞-topology on the set of smooth maps

between total spaces. The quotient map R2 quot−−→ T2 endows the smooth manifold T2 with a

standard framing ϕ0: for

trans : T2 × T2 (p,q)7→transp(q):=p+q−−−−−−−−−−−−−→ T2

the abelian multiplication rule of the Lie group T2,

(ϕ0)−1 : ε2T2

∼=−−→ τT2 , T2 × R2 3 (p, v) 7→
(
p,D0(transp ◦ quot)(v)

)
∈ TT2 .
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The next sequence of observations culminates as an identification of this space of

framings.

Observation 4.0.95.

1. Postcomposition gives the topological space Fr(T2) the structure of a torsor for the

topological group IsoBdlT2

(
ε2T2 , ε2T2

)
. In particular, the orbit map of a framing ϕ ∈ Fr(T2)

is a homeomorphism:

IsoBdlT2

(
ε2T2 , ε2T2

) ∼=−−→ Fr(T2) , α 7→ α ◦ ϕ . (4.8)

2. Consider the topological space Map
(
T2,GL2(R)

)
of smooth maps from the torus to the

standard smooth structure on GL2(R), which is endowed with the C∞-topology. The

map

Map
(
T2,GL2(R)

) ∼=−−→ IsoBdlT2

(
ε2T2 , ε2T2

)
, a 7→

(
T2 × R2

(
p,v
)
7→
(
p,ap(v)

)
−−−−−−−−−−→ T2 × R2

)
,

(4.9)

is a homeomorphism.

3. The map to the product with based maps,

Map
(
T2,GL2(R)

) ∼=−−→ Map
(

(0 ∈ T2), (1 ∈ GL2(R)
))
× GL2(R), (4.10)

a 7→
(
a(0)−1a , a(0)

)
,

is a homeomorphism.

4. Because both of the spaces T2 and GL2(R) are 1-types with the former path-connected,
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the map,

π1 : Map
(

(0 ∈ T2), (1 ∈ GL2(R)
)) '−−→ Homo

(
π1

(
0 ∈ T2

)
, π1

(
1 ∈ GL2(R)

))
,

is a homotopy-equivalence.

5. Evaluation on the standard basis for π1(0 ∈ T2)
∼=−→ π1(0 ∈ T)2 ∼= Z2 defines a

homeomorphism:

Homo
(
π1

(
0 ∈ T2

)
, π1

(
1 ∈ GL2(R)

)) ∼=−−→ π1

(
1 ∈ GL2(R)2

) ∼= Z2 . (4.11)

Observation 4.0.95, together with the Gram-Schmidt homotopy-equivalence GS : O(2)
'−→

GL2(R), yields the following.

Corollary 4.0.96. A choice of framing ϕ ∈ Fr(T2) determines a composite homotopy-

equivalence:

Fr(T2)
(4.9)◦(4.8)←−−−−−−−
'

Map
(
T2,GL2(R)

)
(4.10)−−−−→
'

Map
((

0 ∈ T2
)
,
(
1 ∈ GL2(R)

))
× GL2(R)

π1×id−−−−→
'

Homo
(
π1

(
0 ∈ T2

)
, π1

(
1 ∈ GL2(R)

))
× GL2(R)

(4.11)×id−−−−−→
'

Z2 × GL2(R)

id×GS←−−−
'

Z2 × O(2) .

Moduli of Framed Tori

Consider the map:

Act : Fr(T2)× Imm(T2) −→ Fr(T2) ,
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(ϕ, f) 7→
(
τT2

Df−→∼= f ∗τT2
f∗ϕ−−→∼= f ∗ε2T2 = ε2T2

)
.

Lemma 4.0.97. The map Act is a continuous right-action of the topological monoid Imm(T2)

on the topological space Fr(T2). In particular, there is a continuous action of the topological

group Diff(T2) on the topological space Fr(T2).

Proof. Consider the topological subspace of the topological space of smooth maps between

total spaces of tangent bundles, which is endowed with the C∞-topology,

Bdlfw.iso(τT2 , τT2) ⊂ Map
(
TT2,TT2

)
,

consisting of the smooth maps between tangent bundles that are fiberwise isomorphisms.

Notice the factorization

Act : Fr(T2)× Imm(T2)
id×D−−−→ Fr(T2)× Bdlfw.iso(τT2 , τT2)

◦−→ Fr(T2)

as first taking the derivative, followed by composition of bundle morphisms. The definition

of the C∞-topology is so that the first map in this factorization is continuous. The second

map in this factorization is continuous because composition is continuous with respect to

C∞-topologies. We conclude that Act is continuous.

We now show that Act is an action. Clearly, for each ϕ ∈ Fr(T2), there is an equality

Act(ϕ, id) = ϕ. Next, let g, f ∈ Imm(T2), and let ϕ ∈ Fr(T2). The chain rule, together with

universal properties for pullbacks, gives that the diagram among smooth vector bundles



102

τT2

D(g◦f)

%%

Dg
// g∗τT2

g∗Df
// f ∗g∗τT2

f∗g∗ϕ

��

=
// (g ◦ f)∗τT2

(g◦f)∗ϕ
��

ε2T2 g∗ε2T2
=oo f ∗g∗ε2T2

=oo (g ◦ f)∗ε2T2
=oo

=

ff

commutes. Inspecting the definition of Act, the commutativity of this diagram implies the

equality Act
(
Act(ϕ, g), f

)
= Act(ϕ, g ◦ f), as desired.

Definition 4.0.98. The moduli space of framed tori is the space of homotopy-

coinvariants with respect to this conjugation action Act:

Mfr
1 := Fr(T2)/Diff(T2) .

Observation 4.0.99. Through Corollary 4.0.96 applied to the standard framing ϕ0 ∈

Fr(T2), the action Act is compatible with familiar actions. Specifically, Act fits into a

commutative diagram among topological spaces:

Fr(T2)× Imm(T2) Act // Fr(T2)

Map
(
T2,GL2(R)

)
×
(
T2 o E2(Z)

)Cor 4.0.96×Aff '

OO

id× pr//

Cor 4.0.96×id '
��

Map
(
T2,GL2(R)

)
× E2(Z)

value−wise

multiply
//

Cor 4.0.96×id'
��

Map
(
T2,GL2(R)

)
Cor 4.0.96'
��

Cor 4.0.96∼=

OO

(
Z2 × GL2(R)

)
×
(
T2 o E2(Z)

) id× pr //
(
Z2 × GL2(R)

)
× E2(Z)

(~x,A;B)7→(BT ~x,AB)// Z2 × GL2(R).

We record the following basic application of group theory.
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Observation 4.0.100. Let ~x =

u
v

 ∈ Z2. Consider the subset

T~x := {P ∈ GL2(Z) | P~x = gcd(u, v) · ~e1} ⊂ GL2(Z) .

1. In the case that u ≥ 0 and v = 0, the set T~x is identical with the stabilizer subgroup:

T~x = StabGL2(Z)(gcd(u, v) · ~e1) =


GL2(Z) , if u = 0

1 b

0 d


 =

〈1 0

0 −1

,
1 1

0 1


〉
∼= O(1) n Z , if u > 0

,

the latter case which is isomorphic with a semi-direct product of O(1) and Z with

respect to the standard action O(1)
∼=−→ Aut(Z).

2. The set T~x is not empty. Left multiplication defines a free transitive action of this

stabilizer subgroup:

GL2(Z) y T~x for ~x = ~0 , and O(1) n Z y T~x for ~x 6= ~0 .

3. An element P ∈ T~x determines an isomorphism between groups:

StabGL2(Z)(~x) = P−1StabGL2(Z)(gcd(u, v) · ~e1)P

=


GL2(Z) , if ~x = ~0〈
P−1

1 0

0 −1

P, P−1

1 1

0 1

P
〉
∼= O(1) n Z , if ~x 6= ~0

.
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4. An element P =

a b

c d

 ∈ T~x ∩ SL2(Z) determines an isomorphism

StabSL2(Z)(~x) =


SL2(Z) , if ~x = ~0〈1 + cd d2

−c2 1− cd


〉

= 〈P−1U1P 〉 ∼= Z , if ~x 6= ~0
.

The next result is phrased in terms of spaces fitting into the diagram in which each

square is a pullback:

(CP∞)2
/Z × BZ //

��

(CP∞)2
/Braid3

//

��

(CP∞)2
/GL2(Z)

��

BZ× BZ 〈τ1,(τ1τ2)6〉 //

pr

��

B Braid3

Φ
��

BZ 〈U1〉 // B SL2(Z) // B GL2(Z).

(4.12)

Proposition 4.0.101. The standard framing ϕ0 ∈ Fr(T2) determines an identification

between spaces:

Mfr
1
'−−→
(

(CP∞)2
/Braid3

) ∐ (
(CP∞)2

/Z × BZ
)qN

,

through which ϕ0 selects the distinguished path-component. Furthermore, the resulting map

π0 Fr(T2)→ π0M
fr
1

∼=−→ {0} q N = Z≥0 factors as a composition:

π0 Fr(T2)
∼= //

$$

Z≥0

Z2

gcd

>>

,
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in which the second map takes the greatest common divisor, and the first map is

[ϕ] 7→
[
T ∨ T = sk1(T2)

ϕ−1
0 ϕ| sk1(T2)−−−−−−−→ GL2(R)

]
∈ π1

(
1 ∈ GL2(R)

)2 ∼= Z2 .

Proof. The result follows upon explaining the following sequences of identifications in the

∞-category Spaces:

Mfr
1 '

Obs 4.0.99

(
Z2 × GL2(R)

)
/T2oGL2(Z)

'
iterate quotient

((
Z2 × GL2(R)

)
/T2

)
/GL2(Z)

(4.13)

'
trivial T2 action

(
Z2 × BT2 × GL2(R)

)
/GL2(Z)

(4.14)

'
groupoids are effective

Z2
/GL2(Z) ×

B GL2(Z)

(
(CP∞)2 × GL2(R)

)
/GL2(Z)

(4.15)

'
explicit quotient

(
B GL2(Z)q B(O(1) n Z)qN

)
×

B GL2(Z)

(
(CP∞)2 × GL2(R)

)
/GL2(Z)

(4.16)

'
distribute × over q

(
B GL2(Z) ×

B GL2(Z)

(
(CP∞)2 × GL2(R)

)
/GL2(Z)

)
(4.17)

∐(
B(O(1) n Z) ×

B GL2(Z)

(
(CP∞)2 × GL2(R)

)
/GL2(Z)

)qN
'

base−change

(
(CP∞)2 × GL2(R)

)
/GL2(Z)

)∐(
(CP∞)2 × GL2(R)

)
/O(1)nZ

)qN
(4.18)

'
Lem A.0.117

(
(CP∞)2

/Ω
(

GL2(R)/ GL2(Z)

))∐(
(CP∞)2

/Ω
(

GL2(R)/O(1)nZ

))qN (4.19)

'
explicit identifications

(
(CP∞)2

/Braid3

)∐(
(CP∞)2

/Z × BZ
)qN

. (4.20)

The first identification follows from Observation 4.0.99. The bottom horizontal map in

Observation 4.0.99 reveals that the action T2 o GL2(Z) y Z2 × GL2(R) can be identified as

the diagonal action of the action

T2 o GL2(Z)
pr−−→ GL2(Z)

include−−−−−→ y
left mult

GL2(R)
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together with the action

T2 o GL2(Z)
pr−−→ GL2(Z)

include−−−−−→ y
standard

Z2 .

The equivalence (4.13) identifies the T2 o GL2(Z)-quotient as the T2-quotient followed by

the GL2(Z)-quotient. The equivalence (4.14) is a consequence of the T2-action being trivial

on both factors. The equivalence (4.15) is an instance of the general base-change identity

(X×Y )/G ' (X/G)×
BG

(Y/G). The equivalence (4.16) is the orbit-stabilizer theorem, as we now

explain. By Observation 4.0.100, two elements

u
v

,
s
t

 ∈ Z2 are in the same GL2(Z)-orbit if

and only if their greatest common divisors gcd(u, v) = gcd(s, t) ∈ Z≥0 agree. In particular,

there is a bijection between the set of orbits and the subset

Z≥0
∼=

{g
0


}
⊂ Z2 .

Furthermore, the stabilizer of g ∈ Z≥0 is

StabGL2(Z)

(g
0


)

=


GL2(Z) , if g = 0

1 b

0 d


 ∼= O(1) n Z , if g 6= 0

.

Therefore, the quotient

Z2
/GL2(Z) '

∐
g∈Z≥0

BStabGL2(Z)

(g
0


)
' B GL2(Z)

∐
B (O(1) n Z)qN .

The equivalence (4.17) is the distribution of × over
∐

. The equivalence (4.18) is an instance

of the general base-change identity X/H ' BH ×
BG
X/G. The equivalence (4.19) is an instance

of Lemma A.0.117. The equivalence (4.20) is a direct application of Proposition 4.0.84 for
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the 0-cofactor, and for each other cofactor it is an application of Proposition 4.0.84 then a

consequence of the diagram (4.12) of pullbacks among spaces.

For ϕ ∈ Fr(T2) a framing of the torus, consider the orbit map of ϕ for this continuous

action of Lemma 4.0.97:

Orbitϕ : Imm(T2)
( constantϕ , id )−−−−−−−−−−−→ Fr(T2)× Imm(T2)

Act−−−→ Fr(T2) , f 7→ Act(ϕ, f) .

Observation 4.0.102. After Observation 4.0.99, for each framing ϕ ∈ Fr(T2), the orbit

map for ϕ fits into a solid diagram among topological spaces:

Diff(T2) //

H1

%%

Imm(T2)
Orbitϕ //

H1

$$

Fr(T2)

Cor 4.0.96'
��

GL2(Z) // E2(Z)
A 7→(AT ~ϕ,A)// Z2 × E2(Z)

id×R⊗
Z// Z2 × GL2(R)

T2 o GL2(Z)

Aff

OO

//

pr

99

T2 o E2(Z)

Aff

OO

pr

::

,

where ~ϕ ∈ Z2 is as in Theorem X(1). The existence of the fillers follows from

Observation 4.0.93.

Remark 4.0.103. The point-set fiber of Orbitϕ over ϕ, which is the point-set stabilizer of

the action Fr(T2) x Imm(T2) of Lemma 4.0.97, consists of those local-diffeomorphisims f

for which the diagram among vector bundles,

τT2
ϕ //

Df

��

ε2T2

f ∗τT2
f∗ϕ // f ∗ε2T2 ,

=

OO
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commutes. For a generic framing ϕ, a local-diffeomorphism f satisfies this rigid condition if

and only if f = idT2 is the identity diffeomorphism. In the special case of the standard framing

ϕ0, a local-diffeomorphism f satisfies this rigid condition if and only if f = transf(0) ◦ quot

is translation in the group T2 after a group-theoretic quotient T2 quotient−−−−→ T2. In particular,

the point-set fiber of
(
Orbitϕ0

)
|Diff(T2)

over ϕ0 is T2, and the homomorphism T2 ↪→ Diff(T2)

witnesses the inclusion of those diffeomorphisms that strictly fix ϕ0.

On the other hand, the homotopy-fiber of Orbitϕ0 over ϕ0 is more flexible: it consists of

pairs (f, γ) in which f is a local-diffeomorphism and γ is a homotopy

ϕ0 ∼
γ

Act(ϕ0, f) .

As we will see, every orientation-preserving local-diffeomorphism f admits a lift to this

homotopy-fiber. In particular, small perturbations of such f , such as multiplication by

bump functions in neighborhoods of T2, can be lifted to this homotopy-fiber.

Definition 4.0.104. Let ϕ ∈ Fr(T2) be a framing of the torus. The space of framed local-

diffeomorphisms , and the space of framed diffeomorphisms, of the framed smooth

manifold (T2, ϕ) are respectively the pullbacks in the ∞-category Spaces:

Immfr(T2, ϕ) //

��

Imm(T2)

Orbitϕ
��

Diff fr(T2, ϕ) //

��

Diff(T2)

Orbitϕ
��

∗ 〈ϕ〉 // Fr(T2) and ∗ 〈ϕ〉 // Fr(T2) .

In the case that the framing ϕ = ϕ0 is the standard framing, we simply denote

Immfr(T2) := Immfr(T2, ϕ0) and Diff fr(T2) := Diff fr(T2, ϕ0) .

The following result follows directly from Lemma A.0.116 of Appendix A.
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Corollary 4.0.105. Let ϕ ∈ Fr(T2) be a framing. The space Diff fr(T2, ϕ) is canonically

endowed with the structure of a continuous group over Diff(T2). With respect to this structure,

there is a canonical identification between continuous groups:

Diff fr(T2, ϕ) ' Ω[ϕ]M
fr
1 .

Observation 4.0.106. Let ϕ ∈ Fr(T2) be a framing. The kernel of Φ acts by rotating

the framing, which is to say there is a canonically commutative diagram among continuous

groups:

Z
∼=

〈
(τ1τ2)6

〉
��

' // Ω1 GL2(R)
Ω
(
A 7→A·ϕ

)
// Ωϕ Fr(T2)

��

Ker(Φ) // Braid3
Aff fr

// Diff fr(T2, ϕ).

Indeed, there is a canonically commutative diagram among spaces, in which each row is an

Ω-Puppe sequence:

Ker(Φ) //

��

Braid3
Φ //

Aff fr

��

GL2(Z)
R⊗

Z //

Aff
��

GL2(R)

Rotate the framing ϕ

��
Ωϕ Fr(T2) // Diff fr(T2, ϕ) // Diff(T2)

Orbitϕ // Fr(T2).

Proof of Theorem X and Corollary 4.0.89

Theorem X consists of three statements. Theorem X(1) is implied by Proposi-

tion 4.0.101. Theorem X(2a) is implied by Corollary 4.0.105. Theorem X(2b) (as well

as Theorem X(2a)) is implied by Lemma 4.0.107 below.

Recall Notation 4.0.85, especially as it appears in Theorem X(1).

Lemma 4.0.107. Let ϕ ∈ Fr(T2) be a framing of the torus. Consider the element ~ϕ ∈ Z2

as in Theorem X(1).
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1. If ~ϕ = ~0, then there are canonical equivalences in the diagrams among continuous

monoids:

T2 o Ẽ+
2 (Z) '

Aff fr
//

idoΨ

��

Immfr(T2, ϕ)

forget

��

T2 o Braid3
'

Aff fr
//

idoΦ

��

Diff fr(T2, ϕ)

forget

��
T2 o E2(Z) '

Aff
// Imm(T2) and T2 o GL2(Z) '

Aff
// Diff(T2).

(4.21)

2. If ~ϕ 6= ~0, then there are canonical equivalences in the diagrams among continuous

monoids:

(
T2 o

D~ϕ,A~ϕ

(N× n Z)

)
× Z '

Aff fr
//

ido
(

(d,b,k) 7→D~ϕ,dA
b
~ϕ

)
��

Immfr(T2, ϕ)

forget

��

T2 o
A~ϕ

Z '
Aff fr

//

ido
(

(b,k)7→Ab~ϕ
)

��

Diff fr(T2, ϕ)

forget

��
T2 o E2(Z) '

Aff
// Imm(T2) and T2 o GL2(Z) '

Aff
// Diff(T2).

(4.22)

Proof. Using Observation 4.0.90, the canonical equivalences in the commutative diagrams

on the right follow from those on the left.

Consider the diagram in the ∞-category Spaces.

1. For ~ϕ = ~0:

T2 o Ẽ+
2 (Z)

idoΨ

��

pr // Ẽ+
2 (Z)

Ψ

��

! // ∗
〈(~ϕ,ϕ|0◦(ϕ0)−1

|0 )〉
��

T2 o E2(Z)

Aff '
��

pr // E2(Z)
A 7→(AT ~ϕ,A) // Z2 × E2(Z)

id×R⊗
Z // Z2 × GL2(R)

Imm(T2)
Orbitϕ // Fr(T2).

Cor 4.0.96'

OO
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2. For ~ϕ 6= ~0:

(
T2 o

D~ϕ,A~ϕ

(N× n Z)

)
× Z

ido
(

(d,b,k)7→D~ϕ,dA
b
~ϕ

)
��

pr // (N× n Z)× Z

(d,b,k)7→D~ϕ,dA
b
~ϕ

��

! // ∗

〈(~ϕ,ϕ|0◦(ϕ0)−1
|0 )〉

��
T2 o E2(Z)

Aff '
��

pr // E2(Z)
A 7→(AT ~ϕ,A)// Z2 × E2(Z)

id×R⊗
Z// Z2 × GL2(R)

Imm(T2)
Orbitϕ // Fr(T2).

Cor 4.0.96'

OO

Observation 4.0.102 implies that each bottom rectangle canonically commutes. Lemma 4.0.91

and Corollary 4.0.96 together imply each of these bottom rectangles witnesses a pullback.

Each of the top left squares is clearly a pullback. Corollary B.0.126 states that each of the

top middle squares is a pullback. We conclude that each of the outer squares witnesses a

pullback. The result follows by Definition 4.0.104 of Immfr(T2, ϕ).

By applying the product-preserving functor Spaces
π0−→ Sets, Lemma 4.0.107 implies the

following.

Corollary 4.0.108. There is a canonical isomorphism in the diagram of groups:

Braid3

∼= //

Φ

��

MCGfr(T2)

forget

��
GL2(Z)

∼= //MCG(T2).

Remark 4.0.109. Proposition 4.0.84 and Corollary 4.0.108 grant a central extension among

groups:

1 −→ Z −→ MCGfr(T2) −→ MCGor(T2) −→ 1 .



112

Proof of Corollary 4.0.89. By construction, the diagram among spaces,

T2 o E2(Z) '
Cor 4.0.94

//

pr
%%

Imm(T2)

ev0zz
T2 ,

canonically commutes, in which the left vertical map is projection, and the right vertical

map evaluates at the origin 0 ∈ T2. Therefore, upon taking fibers over 0 ∈ T2, the

(left) commutative diagram (4.21) among continuous monoids determines the commutative

diagram among commutative monoids:

Ẽ+
2 (Z) ' //

��

Immfr(T2 rel 0)

��
E2(Z) '

Cor 4.0.94
//

R⊗
Z ((

Imm(T2 rel 0)

D0uu
GL2(R) ,

in which the map R⊗
Z

is the standard inclusion, and D0 takes the derivative at the origin

0 ∈ T2. To finish, Corollary B.0.126 supplies the left pullback square in the following diagram

among continuous groups, while the right pullback square is definitional:

Braid3
//

��

∗

��

Diff(T2 r B2 rel ∂)oo

��
GL2(Z)

R⊗
Z // GL2(R) Diff(T2 rel 0).

D0oo

The result follows.
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Comparison with Sheering

We use Theorem X(2) to show that the Diff fr(T2) is generated by sheering. We quickly

tour through some notions and results, which are routine after the above material.

Notation 4.0.110. It will be convenient to define the projection T2 pri−→ T to be projection

off of the ith coordinate. So for T2 3 p = (xp, yp), we have pr1(p) = yp and pr2(p) = xp.

Let i ∈ {1, 2}. Consider the topological subgroup and topological submonoid,

Diff(T2 pri−→ T) ⊂ Diff(T2) and Imm(T2 pri−→ T) ⊂ Imm(T2) ,

consisting of those (local-)diffeomorphisms T2 f−→ T2 that lie over some (local-)diffeomorphism

T f−→ T:

T2 f //

pri
��

T2

pri
��

T f // T .

(4.23)

The topological space of framings of T2 pri−→ T is the subspace

Fr(T2 pri−→ T) ⊂ Fr(T2)

consisting of those framings τT2
ϕ−→ ε2T2 that lie over a framing τT

ϕ−→ ε1T:

τT2
ϕ

∼=
//

D pri

��

ε2T2

pri× pri
��

τT
ϕ

∼=
// ε1T.

(4.24)

Because pri is surjective, for a given ϕ, there is a unique ϕ as in (4.24) if any. Better, ϕ 7→ ϕ
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defines a continuous map:

Fr(T2 pri−→ T) −→ Fr(T) , ϕ 7→ ϕ . (4.25)

Notice that the continuous right-action Act of Lemma 4.0.97 evidently restricts as a

continuous right-action:

Fr(T2 pri−→ T) x Imm(T2 pri−→ T) .

Furthermore, the map (4.25) is evidently equivariant with respect to the morphism between

topological monoids Imm(T2 pri−→ T)
forget−−−→ Imm(T):

(
Fr(T2 pri−→ T) x Imm(T2 pri−→ T)

)
forget−−−−→

(
Fr(T) x Imm(T)

)
, ϕ 7→ ϕ .

Now let ϕ ∈ Fr(T2 pri−→ T) be a framing of the projection. The orbit of ϕ by this action

is the map

Orbitϕ : Imm(T2 pri−→ T) −→ Fr(T2 pri−→ T) , f 7→ Act(ϕ, f) .

The space of framed local-diffeomorphisms , and the space of framed diffeomor-

phisms , of (T2 pri−→ T, ϕ) are respectively the homtopy-pullbacks among spaces:

Immfr(T2 pri−→ T, ϕ) //

��

Imm(T2 pri−→ T)

Orbitϕ
��

Diff fr(T2 pri−→ T, ϕ) //

��

Diff(T2 pri−→ T)

Orbitϕ
��

∗ 〈ϕ〉 // Fr(T2 pri−→ T) and ∗ 〈ϕ〉 // Fr(T2 pri−→ T) .

As in Observation 4.0.95, the topological space Fr(T2 pri−→ T) is a torsor for the
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topological group Map
(
T2,GL{i}⊂2(R)

)
of smooth maps from T2 to the subgroup

GL{i}⊂2(R) :=
{
A | Aei ∈ Span{ei}

}
⊂ GL2(R)

consisting of those 2×2 matrices that carry the ith-coordinate line to itself. For each i = 1, 2,

denote the intersections in GL2(R):

SL2(Z) //

��

GL2(Z)

��

SL{i}⊂2(Z) //

��

GL{i}⊂2(Z)

��
E+

2 (Z) // E2(Z)
−∩GL{i}⊂2(R)
7−→ E+

{i}⊂2(Z) // E{i}⊂2(Z)

Lemma 4.0.111. For each i = 1, 2, the homotopy-equivalences between continuous monoids

of Lemma 4.0.91 and Corollary 4.0.94 restrict as homotopy-equivalences between continuous

monoids:

T2 o GL{i}⊂2(Z)

inclusion
��

Affi
'
// Diff(T2 pri−→ T)

inclusion

��

T2 o E{i}⊂2(Z)

inclusion
��

Affi
'
// Imm(T2 pri−→ T)

inclusion

��
T2 o GL(Z) Aff

'
// Diff(T2) and T2 o E2(Z) Aff

'
// Imm(T2).

Proof. Via the involution Σ2 y T2 that swaps coordinates, the case in which i = 1 implies

the case in which i = 2. So we only consider the case in which i = 1.

The left homotopy-equivalence is obtained from the right homotopy-equivalence by

restricting to maximal continuous subgroups. So we are reduced to establishing the right

homotopy-equivalence. Direct inspection reveals the indicated factorization Aff1 of the

restriction of Aff to T2 o E{1}⊂2(Z) ⊂ T2 o E2(Z). So we are left to show that Aff1 is a

homotopy-equivalence.

Now, projection onto the (1, 1)-entry defines a morphism between monoids, with kernel
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K :=
{1 b

0 d

 ∈ E{1}⊂2(Z)
}

, which fits into a split short exact sequence of monoids:

1 // K // E{1}⊂2(Z)
(1,1)−entry

// (Z r {0})× //

a 0

0 1

← [ a

rr
1 .

Now, because pr1 is surjective, for a given f ∈ Diff(T2 pri−→ T), there is a unique f ∈

Diff(T) as in (4.23). Better, Diff(T2 pri−→ T) 3 f 7→ f ∈ Diff(T) defines a forgetful morphism

between topological monoids, whose kernel can be identified as the topological monoid of

smooth maps from T to Imm(T) with value-wise monoid-structure. This is to say there is a

bottom short exact sequence of topological monoids, which splits as indicated:

1 // T o K

��

(id,〈0〉)oinclusion // T2 o E{1}⊂2(Z)

Aff1

��

pr1 o(1,1)−entry
// T o (Z r {0})×

��

//

(0,z),

a 0

0 1

←[(z,a)

rr
1

1 //Map
(
T, Imm(T)

)
// Imm(T2 pr1−→ T)

f 7→f
// Imm(T) //

idT×f←[f

rr
1 .

(4.26)

Direct inspection of the definition of Aff reveals the downward factorizations making the

commutative diagram (4.26) among topological monoids. By the isotopy-extension theorem,

the bottom short exact sequence among topological monoids forgets as a short exact sequence

among continuous monoids. Using Lemma A.0.119, the proof is complete upon showing that

the left and right downward maps are equivalences between spaces. It is routine to verify

that the map Imm(T)

(
ev0,H1(−)

)
−−−−−−−→ To(Zr{0})× is a homotopy-inverse to the right downward

map in (4.26).

Now observe that the left downward morphism in (4.26) fits into a diagram between
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short exact sequences of continuous monoids:

1 // Z

��

b7→〈0〉o

1 b

0 1


// T o K

��

ido(2,2)−entry
// T o (Z r {0})×

��

//

z,
1 0

0 d

←[(z,d)

rr 1

1 //Map
(
(0 ∈ T), (id ∈ Imm(T))

)
forget
//Map

(
T, Imm(T)

)
ev0

// Imm(T) //

constantf← [f

ss
1 .

The right downward map here is a homotopy-equivalence, in the same way the right

downward map in (4.26) is a homotopy-equivalence. Through this right downward

identification of Imm(T), the left downward map is a homotopy-equivalence, with inverse

given by taking π1. Using Lemma A.0.119, we conclude that the middle downward map is a

homotopy-equivalence, as desired.

The Gram-Schmidt algorithm witnesses a deformation-retraction onto the inclusion

from the intersection in GL2(R):

O(1)2 = O(1)× O(1) = O(2) ∩ GL{i}⊂2(R)
'
↪→ GL{i}⊂2(R) .

Observation 4.0.112. For each i = 1, 2, the sequence of homotopy-equivalences among

topological spaces of Corollary 4.0.96, determined by a framing ϕ ∈ Fr(T2 pri−→ T), restricts

as a sequence of homotopy-equivalences among topological spaces:

Fr(T2 pri−→ T)
∼=←− Map

(
T2,GL{i}⊂2(R)

)
'−→ Map

((
0 ∈ T2

)
,
(
1 ∈ GL{i}⊂2(R)

))
× GL{i}⊂2(R)

'←− Map
((

0 ∈ T2
)
,
(
(+1 ∈ O(1)

)2
)
× O(1)2

' O(1)2 .
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Observation 4.0.113. For each i = 1, 2, and each framing ϕ ∈ Fr(T2 pri−→ T), the diagram

among topological spaces commutes:

T2 o E{i}⊂2(Z)
Affi //(

sign of (1,1)-entry , sign of (2,2)-entry
)
◦proj

��

Imm(T2 pri−→ T)

Orbitϕ
��

O(1)2 Fr(T2 pri−→ T).Obs 4.0.112oo

For each i = 1, 2, the action Z 〈Ui〉−−→ E{i}⊂2(Z) y T2 as a topological group defines the

topological submonoid

T2 o
Ui
Z ⊂ T2 o E{i}⊂2(Z) .

After Lemma 4.0.111 and Observation 4.0.112, Observation 4.0.113 implies the following.

Corollary 4.0.114. For each i = 1, 2, and each framing ϕ ∈ Fr(T2 pri−→ T), there are

canonical identifications among continuous monoids over the identification Affi:

T2 o
Ui
Z '

Aff fr
i //

ido〈τi〉
��

Diff fr(T2 pri−→ T, ϕ)

forget

��

T2 o E{i}⊂2(Z) '
Aff fr

i //

ido〈 ˜inclusion〉
��

Immfr(T2 pri−→ T, ϕ)

forget

��

T2 o Braid3
'

Lem 4.0.107
// Diff fr(T2, ϕ) and T2 o Ẽ+

2 (Z) '
Lem 4.0.107

// Immfr(T2, ϕ).

We now explain how the presentation (4.1) of Braid3 gives a presentation of the con-

tinuous group Diff fr(T2). Observe the canonically commutative diagram among continuous

groups:

T2 //

��

Diff fr(T2 pr1−→ T)

��

Diff fr(T2 pr2−→ T) // Diff fr(T2),

which results in a morphism from the pushout, Diff fr(T2 pr1−→ T)
∐
T2

Diff fr(T2 pr2−→ T) −→

Diff fr(T2). Recall the element R ∈ GL2(Z) from (B.1). The two homomorphisms
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Z Zq Z
〈τ1τ2τ1〉

〈τ2τ1τ2〉
determine two morphisms among continuous groups under T2:

T2 o
R
Z T2 o

U1,U2

(Zq Z) Difffr(T2 pr1−−→ T)
∐
T2

Difffr(T2 pr2−−→ T) Difffr(T2) .
ido〈τ1τ2τ1〉

ido〈τ2τ1τ2〉

'
Cor 4.0.114

(4.27)

Corollary 4.0.115. The diagram (4.27) among continuous groups under T2 witnesses a

coequalizer. In particular, for each ∞-category X, there is diagram among ∞-categories in

which the outer square is a pullback:

ModDiff fr(T2)(X) //

��

ModT2 o
U1

Z(X) ×
ModT2 (X)

ModT2 o
U2

Z(X)(
ido〈τ1τ2τ1〉

)∗
×
(

ido〈τ2τ1τ2〉
)∗
��

ModT2(X)〈U1,U2〉

��

'
A.0.120
oo

ModT2(X)〈R〉 '
A.0.120

//ModT2o
R
Z(X)

diagonal
//ModT2o

R
Z(X) ×

ModT2 (X)
ModT2o

R
Z(X) ModT2(X)〈R,R〉.'

A.0.120
oo

In particular, for X ∈ X an object, an action Diff fr(T2) y X is

1. an action T2 y
α
X ,

2. an identification α ◦R '
γR
α of this action α with the action T2 R−→ T2 y

α
X ,

3. for i = 1, 2, extensions of this identification γR to identifications α ◦ Ui '
γUi

α .
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APPENDIX A

SOME FACTS ABOUT CONTINUOUS MONOIDS
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We record some simple formal results concerning continuous monoids.

Lemma A.0.116. Let Gy X be an action of a continuous group on a space. Let ∗ 〈x〉−→ X
be a point in this space. Consider the stabilizer of x, which is the fiber of the orbit map of
x:

StabG(x) //

��

∗
〈x〉
��

G ' G× ∗ id×〈x〉 //

Orbitx
��

G×X act // X.

(A.1)

There is a canonical identification in Spaces between this stabilizer and the based-loops at

[x] : ∗ 〈x〉−→ X
quotient−−−−→ X/G of the G-coinvariants,

StabG(x) ' Ω[x](X/G) ,

through which the resulting composite morphism Ω[x](X/G) ' StabG(x)→ G canonically lifts
to one between continuous groups.

Proof. By definition of a G-action, the orbit map G
Orbitx−−−→ X is canonically G-equivariant.

Taking G-coinvariants supplies an extension of the commutative diagram (A.1) in Spaces:

StabG(x) //

��

G

Orbitx

��

quotient // G/G ' ∗
(Orbitx)/G
��

∗ 〈x〉 // X
quotient // X/G.

Through the identification G/G ' ∗, the right vertical map is identified as ∗ 〈[x]〉−−→ X/G.
Using that groupoids in Spaces are effective, the right square is a pullback. Because the
lefthand square is defined as a pullback, it follows that the outer square is a pullback.
The identification StabG(x) ' Ω[x](X/G) follows. In particular, the space StabG(x) has the
canonical structure of a continuous group.

Now, this continuous group StabG(x) is evidently functorial in the argument Gy X 3
x. In particular, the unique G-equivariant morphism X

!−→ ∗ determines a morphism between
continuous groups:

Stabx(X) −→ Stab∗(∗) ' G .

Lemma A.0.117. Let H → G be a morphism between continuous groups. Let H y X be
an action on a space. There is a canonical map between spaces over G/H ,

X/Ω(G/H) −→ (X ×G)/H ,

from the coinvariants with respect to the action Ω(G/H)
Ω-Puppe−−−−−→ H y X. Furthermore, if

the induced map π0(H) → π0(G) between sets of path-components is surjective, then this
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map is an equivalence.

Proof. The construction of the Ω-Puppe sequence is so that the morphism Ω(G/H) → H

witnesses the stabilizer of ∗ unit−−→ G with respect to the action H → G y
left trans

G:

Ω(G/H) //

��

H

��
∗ unit // G.

In particular, there is a canonical Ω(G/H)-equivariant map

X ' X × ∗ id×unit−−−−→ X ×G .

Taking coinvariants lends a canonically commutative diagram among spaces:

XΩ(G/H)

��

// (X ×G)/H //

��

X/H

��
BΩ(G/H) // G/H

// BH.

(A.2)

This proves the first assertion.
We now prove the second assertion. Because groupoid-objects are effective in the ∞-

category Spaces, the H-coinvariants functor,

Fun(BH, Spaces) −→ Spaces/BH , (H y X) 7→ (X/H → BH) ,

is an equivalence between ∞-categories. In particular, it preserves products. It follows that
the right square in (A.2) witnesses a pullback. By definition of coinvariants of the restricted
action Ω(G/H) → H y X, the outer square is a pullback. The connectivity assumption
on the morphism H → G implies the left bottom horizontal map is an equivalence. We
conclude that the left top horizontal map is also an equivalence, as desired.

Let BN
〈NyM〉−−−−→ Monoids be an action of a continuous monoid on a continuous monoid.

This action can be codified as unstraightening of the composite functor BN → Monoids
B−→

Cat
∗/
(∞,1) is a pointed coCartesian fibration (BM)/l.laxN → BN . The semi-direct product

(of N by M) is the continuous monoid

M oN := End(BM)
/l.laxN

(∗) ,

which is endomorphisms of the point.1 Note the canonical morphism between monoids

1The underlying space of this continuous monoid is canonically identified as M ×N ; the 2-ary monoidal
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M oN → N whose kernel is M .

Dually, let BNop 〈MxN〉−−−−→ Monoids a right be a action. Consider the unstraightening

of the composite functor BNop → Monoids
B−→ Cat

∗/
(∞,1) is a pointed Cartesian fibration

(BM)/r.laxNop → BN . The semi-direct product (of N by M) is the continuous monoid

N nM := End(BM)
/r.laxNop

(∗) ,

which is endomorphisms of the point. Note the canonical morphism between monoids M o
N → N whose kernel is M .

Observation A.0.118. Let N y M be an action of a continuous monoid on a continuous
monoid. There is a canonical identification between continuous monoids under Mop and over
Nop:

(M oN)op ' (Nop nMop) .

The next result is a characterization of semi-direct products.

Lemma A.0.119. Let A
i

�
r
N be a retraction between continuous monoids (so r ◦ i ' idN).

• If the canonical map between spaces

Ker(r)×N inclusion×i−−−−−−→ A× A µA−→ A (A.3)

is an equivalence,2 then there is a canonical action N y
λ

Ker(r) 3 for which there is a

canonical equivalence between monoids:

Ker(r) o
λ
N ' A .

• If the canonical map between spaces

N × Ker(r)
σ×inclusion−−−−−−→ A× A µA−→ A

structure µMoN is canonically identified as the composite map between spaces:

µMoN : (M ×N)× (M ×N) = M × (N ×M)×M idM ×swap×idN−−−−−−−−−−→M × (M ×N)×N
idM ×

(
projM ,action

)
×idN

−−−−−−−−−−−−−−−−→M × (M ×N)×N = (M ×M)× (N ×N)
µM×µN−−−−−→M ×N .

2Note that this condition is always satisfied if N is a continuous group.
3 The action map associated to λ can be written as the composition

N × Ker(r)
i×inclusion−−−−−−−→ A×A µA−−−→ A

'←−−
(A.3)

Ker(r)×N proj−−−→ Ker(r) .
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is an equivalence,4 then there is a canonical action Ker(r) x
ρ
N for which there is a

canonical equivalence between monoids:

Ker(r) o
ρ
N ' A .

Proof. By way of Observation A.0.118, the two assertions imply one another by taking
Cartesian/coCartesian duals of coCartesian/Cartesian fibrations. So we are reduced to
proving the first assertion.

Consider the retraction BA
Bi

�
Br

BN among pointed ∞-categories. Note that Bi is

essentially surjective. Note that Ker(r) is the fiber of Br over ∗ → BN .

Let c1
〈n〉−→ BN be a morphism. Consider the commutative diagram among ∞-

categories:

c0
〈∗〉 //

s

��

BA

Br

��
c1

〈n〉 //

〈i(n)〉
77

BN.

The assumption on the retraction implies the diagonal filler is initial among all such fillers.
This is to say that the morphism i(n) in BA is coCartesian over Br. Because Bi is essentially
surjective, this shows that Br is a coCartesian fibration. The result now follows from the
definition of the semi-direct product Ker(r) o

λ
N .

Proposition A.0.120. Let X be an ∞-category. Let BN
〈NyM〉−−−−→ Monoids be an action of

a continuous monoid N on a continuous monoid M . Consider the pre-composition-action:

BNop 〈NyM〉op

−−−−−−−→ Monoidsop Mod−(X)−−−−−−→ Cat(∞,1) .

There is a canonical identification over ModMop(X) from the ∞-category of (M o N)op-
modules in X to that of Mop-modules in X with the structure of being left-laxly invariant
with respect to this precomposition Nop-action:

Mod(MoN)op(X) ' ModMop(X)l.laxNop

.

In particular, there is a canonical fully faithful functor from the (strict) N-invariants,

ModMop(X)N ↪→ Mod(MoN)op(X) .

which is an equivalence if the continuous monoid N is a continuous group.

4Note that this condition is always satisfied if N is a continuous group.
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Proof. The second assertion follows immediately from the first. The first assertion is proved
upon justifying the sequence of equivalences among ∞-categories, each which is evidently
over ModM(X):

Mod(MoN)op(X) '
(a)

Fun
(
B(M oN)op , X

)
'
(b)

Fun
(
B(Nop nMop) , X

)
'
(c)

Fun/BNop

(
BNop , Funrel

BNop

(
B(Nop nMop),X×BNop

) )
'
(d)

Fun/BNop

(
BNop , Funrel

BNop

(
(BMop)/r.laxN ,X×BNop

) )
'
(e)

Fun/BNop

(
BNop , Fun(BMop,X)/l.laxNop

)
'
(f)

Fun/BNop

(
BNop , ModMop(X)/l.laxNop

)
'
(g)

ModMop(X)l.laxNop

.

The identifications (a) and (f) are both the definition of ∞-categories of modules for
continuous monoids in X. The identification (b) is Observation A.0.118. By definition
of semi-direct product monoids, the Cartesian unstraightening the composite functor

BN
〈NyMop〉−−−−−→ Monoids

B−→ Cat(∞,1) is the Cartesian fibration:

B(Nop nMop) −→ BNop .

Being a Cartesian fibration ensures the existence of the relative functor ∞-category
(see [1]). The identification (c) is direct from the definition of relative functor ∞-
categories. Furthermore, there is a definitional identification of the right-lax coinvariants
B(Nop nMop) ' (BMop)/r.laxN over BNop (see Appendix A of [2]), which determines the
identification (d). The identification (e) follows from the codification of the Nop-action on
Fun(BMop,X) in the statement of the proposition. The identification (g) is the definition of
left-lax invariants (see Appendix A of [2]).

The commutativity of the topological group T2 determines a canonical identification
T2 ∼= (T2)op between topological groups, and therefore between continuous groups. Together
with Observation B.0.122, we have the following consequence of Proposition A.0.120.

Corollary A.0.121. For X an ∞-category, there is a canonical identification between ∞-
categories over ModT2(X):

Mod(T2oẼ+
2 (Z))

op(X) ' ModT2(X)l.lax Ẽ+
2 (Z) .
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APPENDIX B

SOME FACTS ABOUT THE BRAID GROUP AND BRAID MONOID
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Here we collect some facts about the braid group on 3 strands, and the braid monoid
on 3 strands.

Ambidexterity of Ẽ+
2 (Z)

Observation B.0.122. Taking transposes of matrices identifies the nested sequence among
monoids with the nested sequence of their opposites:(

SL2(Z) ⊂ E+
2 (Z) ⊂ GL+

2 (R)
) (−)T∼=

(
SL2(Z)op ⊂ E+

2 (Z)
op ⊂ GL+

2 (R)op
)
.

By covering space theory, these identifications canonically lift as identifications between
nested sequences among monoids and their opposites:(

Braid3 ⊂ Ẽ+
2 (Z) ⊂ G̃L

+

2 (R)
) (−)T∼=

(
Braid3

op ⊂ Ẽ+
2 (Z)

op
⊂ G̃L

+

2 (R)op
)
.

Corollary B.0.123. For each ∞-category X, there are canonical identifications

ModBraid3(X) ' ModBraid3
op(X) and ModẼ+

2 (Z)(X) ' ModẼ+
2 (Z)

op(X)

between the ∞-category of (left-)modules in X and that of right-modules in X.

Remark B.0.124. The composite isomorphism Braid3
(−)T−−−→∼= Braid3

op (−)−1

−−−→∼= Braid3 is the

involution of Braid3 given in terms of the presentation (4.1) by exchanging τ1 and τ2.

Similarly, the involution SL2(Z)
(−)T−−−→∼= SL2(Z)op (−)−1

−−−→∼= SL2(Z) exchanges U1 and U2.

Comments About Braid3 and Ẽ+
2 (Z)

Observation B.0.125. In Braid3, there is an identity of the generator of Ker(Φ):

(τ1τ2τ1)4 = (τ1τ2)6 = (τ2τ1τ2)4 ∈ Ker(Φ) .

For that matter, since the matrix

R := U1U2U3 =

[
0 1
−1 0

]
= U2U1U2 ∈ GL2(Z) (B.1)

implements rotation by −π
2
, then R4 = 1 in GL2(Z).

The following result is an immediate consequence of how Ẽ+
2 (Z) is defined in equation

(4.4), using that the continuous group GL+
2 (R) is a path-connected 1-type.
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Corollary B.0.126. There are pullbacks among continuous monoids:

Braid3
//

Φ

��

Ẽ+
2 (Z)

Ψ
��

// ∗
〈1〉
��

GL2(Z) // E2(Z)
R⊗

Z // GL2(R).

In particular, there is a canonical identification between continuous groups over GL2(Z):

Braid3 ' Ω
(
GL2(R)/GL2(Z)

) (
over GL2(Z)

)
.

Observation B.0.127. The inclusion SL2(Z) ⊂ E+
2 (Z) between submonoids of GL+

2 (R)
determines an inclusion between topological monoids:

T2 o Braid3 −→ T2 o Ẽ+
2 (Z) . (B.2)

After Observation 4.0.90, this inclusion (B.2) witnesses the maximal subgroup, both as
topological monoids and as monoid-objects in the ∞-category Spaces.

Remark B.0.128. We give an explicit description of Ẽ+
2 (Z). In [20], the author gives an

explicit description for the universal cover of SP2(R) = SL2(R) (and goes on to establish the
pullback square of Proposition 4.0.84). Following those methods, consider the maps

φ : GL2(R) −→ S1; A 7→ (a+ d) + i(b− c)
|(a+ d) + i(b− c)|

writing A =

[
a b
c d

]
. As in [20], consider a map

η : GL2(R)× GL2(R)→ R

for which

eiη(A,B) =
1− αAαB−1

|1− αAαB−1|
where αA =

a2 + c2 − b2 − d2 − 2i(ad+ bc)

(a+ d)2 + (b− c)2
.

In these terms, the monoid Ẽ+
2 (Z) can be identified as the subset

Ẽ+
2 (Z) :=

{
(A, s) | φ(A) = eis

}
⊂ E+

2 (Z)×R , with monoid-law

(A, s) · (B, t) :=
(
AB, s+ t+ η(A,B)

)
.
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Group-Completion of Ẽ+
2 (Z)

The continuous group GL+
2 (R) is path-connected with π1

(
GL+

2 (R),1
) ∼= Z. Conse-

quently, there is a central extension

1 −→ Z −→ G̃L
+

2 (R)
universal cover−−−−−−−−→ GL+

2 (R) −→ 1 . (B.3)

Consider the inclusion as scalars R×>0 ↪→
scalars

GL+
2 (R). Contractibility of the topological group

R×>0 implies base-change of this central extension (B.3) along this inclusion as scalars splits.
In particular, for R⊗

Q
: GL+

2 (Q) ⊂ GL+
2 (R) the subgroup with rational coefficients, there are

lifts among continuous groups in which the squares are pullbacks:

N× //

scalars

++

--Q×>0
//

++

˜scalars

''

R×>0

,,

,,

Ẽ+
2 (Z)

��

Q̃⊗
Z

// G̃L
+

2 (Q)

��

R̃⊗
Q

// G̃L
+

2 (R)

coveruniversal

��
E+

2 (Z)
Q⊗

Z

// GL+
2 (Q)

R⊗
Q

// GL+
2 (R).

Proposition B.0.129. Each of the diagrams among continuous monoids

N× scalars //

inclusion

��

E2(Z)

Q⊗
Z

��

N× ˜scalars //

inclusion

��

Ẽ+
2 (Z)

Q̃⊗
Z��

Q×>0
scalars // GL2(Q) and Q×>0

˜scalars // G̃L
+

2 (Q)

witnesses a pushout. In particular, because N× inclusion−−−−−→ Q×>0 witnesses group-completion
among continuous monoids, then each of the right downward morphisms witnesses group-
completion among continuous monoids.

Proof. We explain the following commutative diagram among spaces:

E2(Z)
R⊗

Z //

(a) %% ++

GL2(Q)
(b)

rr
colim
Ndiv

E2(Z)
(c)

// E2(Z)[(N×)−1]

R⊗
Z

88

The top horizontal arrow is the standard inclusion. Here, scalar matrices embed the
multiplicative monoid of natural numbers N× ⊂

scalars
E2(Z). The bottom right term, equipped

with the diagonal arrow to it, is the indicated localization (among continuous monoids). The
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up-rightward arrow is the unique morphism between continuous monoids under E2(Z), which
exists because the continuous monoid GL2(Q) is a continuous group. The solid diagram of
spaces is thusly forgotten from a diagram among continuous monoids.

Next, the poset Ndiv is the natural numbers with partial order given by divisibility:
r ≤ s means r divides s. Consider the functor

FE2(Z) : Ndiv −→ Sets ↪→ Spaces , r 7→ E2(Z) and (r ≤ s) 7→
(

E2(Z)
s
r
·−
−−→ E2(Z)

)
.

The colimit term in the above diagram is colim
(
FE2(Z)

)
, which can be identified as the

classifying space of the poset
Un
(
FE2(Z)

)
=(

N× E2(Z) , with partial order (r, A) ≤ (s, B) meaning r ≤ s in Ndiv and
s

r
· A = B

)
.

• The dashed arrow (a) is the canonical map from the 1-cofactor of the colimit.

• The dashed arrow (b) is implemented by the map (̃b) : GL2(Q)
A 7→(rA,rA·A)−−−−−−−−→ N× E2(Z)

where rA ∈ N is the smallest natural number for which the matrix rA · A ∈ E2(Z) has
integer coefficients. The triangle with sides (a) and (b) evidently commutes.

• The dashed arrow (c) is implemented by the map

(̃c) : Un
(
FE2(Z)

) (r,A)7→r−1A−−−−−−−→ E2(Z)[(N×)−1].

The triangle with sides (a) and (c) evidently commutes. We now argue that the map (c)
is an equivalence between spaces.

Observe the identification between continuous monoids⊕
p prime

(Z≥0,+)
∼=−−→ N× ,

(
{p prime} η−→ Z≥0

)
7→

∏
p prime

pη(p) ,

as a direct sum, indexed by the set of prime numbers, of free monoids each on a
single generator. For S a set of prime numbers, denote by 〈S〉× ⊂ N× the submonoid
generated by S. For S a set of primes, and for p ∈ S, the above identification as a
direct sum of monoids restricts as an identification (Z≥0,+)× 〈S r {p}〉× ∼= 〈{p}〉× ×
〈S r {p}〉× ∼= 〈S〉×.

Next, observe an identification of the poset Ndiv ' (BN×)∗/ as the undercategory
of the deloop. Through this identification, and the above identification supplies an
identification between posets from the direct sum (based at initial objects) indexed by
the set of prime numbers:⊕

p prime

(Z≥0,≤)
∼=−−→ Ndiv ,

(
{p prime} χ−→ Z≥0

)
7→

∏
p prime

pχ(p) .
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For S a set of prime numbers, denote by 〈S〉div ⊂ Ndiv the full subposet generated by S.
For S a set of primes, and for p ∈ S, the above identification as a direct sum of posets
restricts as an identification (Z≥0,≤)× 〈S r {p}〉div ∼= 〈{p}〉div × 〈S r {p}〉div ∼= 〈S〉div.
In particular, the standard linear order on the set of prime natural numbers determines
the sequence of functors

Ndiv loc2−−→ 〈p > 2〉div loc3−−→ 〈p > 3〉div loc5−−→ 〈p > 5〉div loc7−−→ . . . , (B.4)

each which is isomorphic with projection off of (Z≥0,≤). In particular, each projection
is a coCartesian fibration, so left Kan extension along each functor is computed as a
sequential colimit. Because N× ⊂

scalars
E2(Z) is (strictly) central, so too is (Z≥0,+) ∼=

〈{p}〉× ⊂ E2(Z). The following claim follows from these observations, using induction
on the standardly ordered set of primes.

Claim. For each prime q, left Kan extension of FE2(Z) along the composite functor Ndiv
loc1q−−→

〈p > q〉div is the functor

F
E2(Z)

[
(〈p′≤q〉×)−1

] : 〈p > q〉div (loc1q)!(E2(Z))
−−−−−−−−−→ Spaces ,

r 7→ E2(Z)
[
(〈p′ ≤ q〉×)−1

]
and

(r ≤ s) 7→
(
E2(Z)

[
(〈p′ ≤ q〉×)−1

] s
r
·−
−−→ E2(Z)

[
(〈p′ ≤ q〉×)−1

])
,

that evaluates on each r as the localization E2(Z)
[
(〈p′ ≤ q〉×)−1

]
, and on each

relation r ≤ s as scaling by s
r
.

Next, the colimit of this sequence (B.4) is
⋂

q prime

〈p > q〉div ' ∗ terminal. Consequently,

there is a canonical identification

colim(FE2(Z)) ' colim
q∈{2<3<5··· }

(
(loc1

q)!

(
F

E2(Z)
[

(〈p′≤q〉×)−1
]))

' colim
q∈{2<3<5··· }

(
F

E2(Z)
[

(〈p′≤q〉×)−1
])

' E2(Z)
[( ⋃

q∈{2<3<5<··· }

〈p′ ≤ q〉×
)−1
]

= E2(Z)[(N×)−1] .

• By inspection, the resulting self-map of GL2(Q) is the identity. The natural
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transformation

Un
(
FE2(Z)

)
id

��

(̃c)
��

⇑ Un
(
FE2(Z)

)
E2(Z)[(N×)−1]

R⊗
Z // GL2(Q),

(̃b)

OO

given by, for each (s, B) ∈ Un
(
FE2(Z)

)
, the relation

(
rs−1·B, rs−1·B · (s−1 · B)

)
≤ (s, B),

witnesses an identification of the resulting self-map of colim
Ndiv

E2(Z) with the identity.

We conclude that the map E2(Z)[(N×)−1]
R⊗

Z−−→ GL2(Q) is an equivalence. It follows that
the left square in the statement of the proposition is a pushout because the morphism

N× inclusion−−−−−→ Q×>0 witnesses a group-completion (among continuous monoids).
The same argument also implies the square

N× scalars //

inclusion

��

E+
2 (Z)

Q⊗
Z

��
Q×>0

scalars // GL+
2 (Q)

also witnesses a pushout among continuous monoids. Base-change along the central
extension (B.3) among continuous groups reveals that the right square is also a pushout
among continuous groups.

Relationship with the Finite Orbit Category of T2

Recall the ∞-category Orbitfin
T2 of transitive T2-spaces with finite isotropy, and T2-

equivariant maps between them. Recall that the action Ẽ+
2 (Z) → E2(Z) y T2 on the

topological group determines an action

Ẽ+
2 (Z) '

Obs B.0.122
Ẽ+

2 (Z)
op

y Orbitfin
T2 . (B.5)

Proposition B.0.130. There is a canonical identification of the ∞-category of coinvariants
with respect to the action (B.5):(

Orbitfin
T2

)
/ Ẽ+

2 (Z)

'−−→ B
(
T2 o Ẽ+

2 (Z)
)
.

Proof. Recall that Ẽ+
2 (Z) ⊂ G̃L

+

2 (R) is defined as a submonoid of a group. As a result, the

left-multiplication action by its maximal subgroup, G̃L
+

2 (Z) y Ẽ+
2 (Z), is free. Consequently,
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the space of objects Obj
(
(B Ẽ+

2 (Z))∗/
)
' Ẽ+

2 (Z)
/G̃L

+

2 (Z)

∼=−→ E+
2 (Z)/GL+

2 (Z) is simply the quotient

set of Ẽ+
2 (Z) by its maximal subgroup acting via left-multiplication, which is bijective with

the quotient of E+
2 (Z) by its maximal subgroup via the canonical projection Ẽ+

2 (Z)→ E+
2 (Z).

The space of morphisms between objects represented by A,B ∈ E+
2 (Z),

Hom(B Ẽ+
2 (Z))∗/

(
[A], [B]

)
' {X ∈ E+

2 (Z) | XA = B} ⊂ E+
2 (Z)

is simply the set of factorizations in E+
2 (Z) of B by A. In particular, the ∞-category

(B Ẽ+
2 (Z))∗/ is a poset. We now identify this poset essentially through Pontrjagin duality.
Consider the poset Pfin

T2 of finite subgroups of T2 ordered by inclusion. We now construct
mutually inverse functors between posets:

(B Ẽ+
2 (Z))∗/

[A] 7→Ker
(
T2

A−→T2
)

−−−−−−−−−−−−→ Pfin
T2 and Pfin

T2

C 7→
[
Z2

AC−−→Z2
]

−−−−−−−−−−→ (B Ẽ+
2 (Z))∗/ (B.6)

The first functor assigns to [A] the kernel of the endomorphism of T2 induced by a
representative A ∈ E+

2 (Z) y T2. The second functor assigns to C the endomorphism

(Z2 AC−−→ Z2) ∈ E+
2 (Z) defined as follows. The preimage Z2 ⊂ quot−1(C) ⊂ R2 quot−−→ R2

/Z2 =:

T2 by the quotient is a lattice in R2 that contains the standard lattice cofinitely. There is a
unique pair of non-negative-quadrant vectors (u1, u2) ∈ (R≥0)2 × (R≥0)2 that generate this
lattice quot−1(C) and agree with the standard orientation of R2. Then AC ∈ E+

2 (Z) is the
unique matrix for which ACui = ei for i = 1, 2. It is straight-forward to verify that these two
assignments in (B.6) indeed respect partial orders, and are mutually inverse to one another.

Observe that the action (B.5) descends as an action Ẽ+
2 (Z)

op
y Pfin

T2 , with respect to which

the equivalences (B.6) are Ẽ+
2 (Z)

op
-equivariant.

Next, reporting the stabilizer of a transitive T2-space defines a functor

Orbitfin
T2

(T2yT )7→StabT2 (t)
−−−−−−−−−−−→ Pfin

T2 .

Evidently, this functor is conservative. Notice also that this functor is a left fibration; its
straightening is the composite functor

Pfin
T2

C 7→ T
C−−−−→ Groups

B−−→ Spaces . (B.7)

Observe that the action (B.5) descends as an action Ẽ+
2 (Z)

op
y Pfin

T2 .
The result follows upon constructing a canonical filler in the diagram among ∞-
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categories witnessing a pullback:

Orbitfin
T2

//

��

Ar
(
B(T2 o Ẽ+

2 (Z))
)

Ar(Bproj)
��

Pfin
T2

'
(B.6)

// (B Ẽ+
2 (Z))∗/

forget // Ar
(
B Ẽ+

2 (Z)
)
.

By definition of semi-direct products, the canonical functor B(T2 o Ẽ+
2 (Z))

Bproj−−−→ B Ẽ+
2 (Z)

is a coCartesian fibration. Because the ∞-category BT2 = BT2 is an ∞-groupoid, this
coCartesian fibration is conservative, and therefore a left fibration. Consequently, the functor

Ar
(
B(T2 o Ẽ+

2 (Z))
)
→ Ar(B Ẽ+

2 (Z))

is also a left fibration. Therefore, the base-change of this left fibration along (B Ẽ+
2 (Z))∗/

forget−−−→
Ar
(
B Ẽ+

2 (Z)
)

is again a left fibration:

Ar
(
B(T2 o Ẽ+

2 (Z))
)|BT2

−→ (B Ẽ+
2 (Z))∗/ '

(B.6)
Pfin
T2 . (B.8)

Direct inspection identifies the straightening of this left fibration (B.8) as (B.7).
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